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Abstract 

Video and audio communications have become part of all areas of work. Two real-time 
communication protocols commonly used for IP-based video and audio communications 
are Session Initiation Protocol (SIP) and real-time web communications (WebRTC). Both 
protocols have been widely used in softphone and video conferencing applications. The 
main objective of this research is to make an analysis of the performance of a client server 
application for video and audio communications developed by SIP and WebRTC. The SIP 
system consists of a softphone on the client side using Bria and a FreePBX server, for WebRTC 
applications, using JavaScript and a server at Node.js. The results showed that the WebRTC 
audio and video communication provided better quality in terms of PSNR. This is due to 
the different codecs used between WebRTC and SIP. WebRTC uses VP8 as video codec, SIP 
uses H.246 as video codec, WebRTC uses G.711 as audio codec, and implemented SIP uses 
G.729 as audio codec. 
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Abstrak 

Komunikasi video dan audio telah menjadi bagian dari semua bidang pekerjaan, Dua protokol 
komunikasi real-time yang umum digunakan untuk komunikasi video dan audio berbasis 
IP adalah Session Initiation Protocol (SIP) dan web real-time communications (WebRTC). 
Kedua protokol tersebut telah banyak digunakan dalam aplikasi softphone dan konferensi 
video. Tujuan utama dari penelitian ini adalah untuk membuat analisis dari kinerja aplikasi 
server klien untuk video dan komunikasi audio yang dikembangkan oleh SIP dan WebRTC. 
Sistem SIP terdiri dari softphone pada sisi klien menggunakan Bria dan server FreePBX, 
Untuk aplikasi WebRTC, menggunakan JavaScript dan server di Node.js. Hasil penelitian 
menunjukkan bahwa komunikasi audio dan video WebRTC memberikan kualitas yang lebih 
baik dalam hal PSNR, Ini karena perbedaan codec yang digunakan antara WebRTC dan SIP, 
WebRTC menggunakan VP8 sebagai codec video, SIP menggunakan H.246 sebagai codec 
video, WebRTC menggunakan G.711 sebagai codec audio, dan SIP yang diimplementasikan 
menggunakan G.729 sebagai codec audio. 

 
Kata Kunci: WebRTC, SIP, PSNR, FreePBX, NodeJs, Video, Audio. 

 

 

I. INTRODUCTION 

 
Network and communication technology is currently developing very rapidly, one of the technological 

developments is shown by the number of real time communication applications. Real time communication 
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contained in applications usually uses SIP or WebRTC, both of which are very popular for applications 

that have real time communication features. With WebRTC, it is possible to communicate video and audio 

between browsers in real-time without the use of plugin. WebRTC has a component as mentioned in [1], 

namely MediaStream which functions to access the user’s camera and microphone, RTCPeerConnection 

which functions to send data when browsers communicate with each other. WebRTC is supported by 

several browsers such as Google Chrome, Opera, and Mozilla Firefox [2]. WebRTC technology is one 

of the most extraordinary innovations, because with the WebRTC technology, real-time communication 

can be done via a browser without having to use plugins, it also makes it easier for developers to create 

real-time communication features using the web, WebRTC technology makes it easy from the user’s side 

and developers because they both make things easier on both sides. WebRTC has been recognized by 

international organizations, namely the World Wide Web Consortium (W3C) and the Internet Engineering 

Task Force (IETF) [3]. SIP is a communication protocol that was often used before the existence of 

WebRTC, with the SIP protocol we can communicate in real-time using video, audio and text. There are 

two protocols for SIP, Session Description Protocol (SDP) and Transport Protocol (RTP) or Real-time 

Transport Control Protocol (RTCP) [4]. 

 
In this study the implementation of webRTC uses nodejs as a [5] server, while for SIP it uses FreePBX 

[6], which is an open source distribution based on web GUI (graphical user interface) that is able to 

control and manage Asterisk (PBX), an open source communication server. The test will be based on 

the calculation of the PSNR value to determine the video and audio quality. 

 

 

 
II. LITERATURE REVIEW 

 
 

In 2020, T.P. Fowdur, N. Ramkorun and P.K. Chiniah conducted a research entitled "Performance 

Analysis of WebRTC and SIP-based Audio and Video Communication Systems". This study discusses 

the comparison of the performance of WebRTC and SIP from video to audio quality. The result of this 

research is that the video quality of WebRTC is superior to SIP, while for audio SIP is superior to 

WebRTC. So it can be concluded that each WebRTC and SIP have their respective advantages [7]. 

 
In 2019, Navrattan Parmar and Virender Ranga conducted a research entitled "Performance Analysis 

of WebRTC and SIP for Video Conferencing". This study discusses WebRTC and SIP communication, 

researchers see the behavior when each WebRTC and SIP communicate in real-time, the parameters 

determined by the author are 4 indicators, namely bandwidth, sent packets, VO-Width and jitter. Call 

quality is better in WebRTC protocol on the same network conditions. RTT is independent on Bitrate. 

[8]. 

 
In 2018, Li Yan conducted a research entitled "Research and Design of Rich Media Communication 

System Based on WebRTC and SIP". This research discusses the creation of SIP and WebRTC, the 

experiment carried out is to enter both the WebRTC and SIP protocols into the system that has been created 

by the author, the result is that the system realizes communication between the WebRTC application 

and between the WebRTC application and SIP clients. This means that WebRTC can adapt to other 

communication protocols. [9]. 

 
In 2014, Pavel Segeč, Peter Palúch, Jozef Papán and Milan Kubina conducted a research entitled "The 

integration of WebRTC and SIP: way of enhancing real-time, interactive multimedia communication". 

This research discusses the technology used to communicate today, and describes the two if they are 

connected to each other. In this study, WebRTC and SIP are used in real-time communication applications 

for online learning and for collaboration between users. WebRTC has the advantage of varying support 

in browser platforms. [10]. 
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III. RESEARCH METHOD 

 
A. WebRTC Design 

WebRTC (Web Real-Time Communication) [3] is a real-time browser communication standard using a 

peer-to-peer architecture. This concerns audio/video peer-to-peer communication between HTML5 [11] 

browsers. This is an evolution in the world of web applications, because web developers can build 

multimedia applications without plug-ins. WebRTC requires a STUN (Session Traversal Utilities for 

NAT) server [12] so that each user of the application can connect to one another. The TURN (The 

Traversal Using Relay around NAT) server [13] is a feature of the STUN server that places the TURN 

server as if it were in the middle of two users taking care of sending multimedia such as video and 

audio. WebRTC has several components so that they can communicate in real-time, each component has 

its own function, here are the components and functions : 

• getUserMedia, Used to access the camera and microphone of a user’s device. 

• RTCPeerConnection To connect between browsers, so real-time communication can be done. 

• RTCDataChannel To allow data transmission to be carried out while communicating. 

In order to carry out its functions, the workflow from The unity of this application is designed as in 

Figure 1. 
 

 
Figure 1: WebRTC Application System Overview 

 
Based on the application workflow in Figure 1, the first process of the system is the user initializes the 

peer connection, which is obtained when accessing the peer server. After that, when one peer wants to 

connect with another peer, the peer must send an ID to the other peer who wants to be connected. The 

server will connect the two peers via STUN Server. each peer will send and receive data when the peer 

is connected. Lastly, If one of the users wants to stop communication, it can be done by reloading the 

browser page so that peer communication will be cut off. The data sent is the video and audio captured 

from the multimedia device. 
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The development of WebRTC in this research uses assistance software as follows: 

• Visual Studio Code 1.54.1 as an IDE for application development. 

• Peer.js as a module that supports peer-to-peer connections on the web. 

• Node.js as a web server service provider. 

• Web Browser Chrome version 88.0.4324.190 64 bit 

• VirtualBox 6.1.18, as a virtual machine. 

• Operating System 18.04.5 LTS 

The following is a virtual machine specification of ubuntu 18.04.5 LTS: 

• Processor 2 core. 

• RAM 1024 MB / 1 GB. 

• hard drive 16 GB. 

Server implementation is done by installing some software to support the implementation process. The 

steps for server implementation are the installation of Node.js which functions as a place for installing 

the peer module and after that install the peer module. At each stage there is a configuration so that the 

software can support the running of the peer server. 

Algorithm 1 shows the implementation pseudocode of initialize peer connection. 
 

Algorithm 1 Initialize Peer Connection 
 

1: Load peer.js client 

2: if ( then Did not get ID) 

3: Could not initialize 

4: else 

5: Peer Connection Occurs 

6: end if 
 

When the client first opens the page, the user will access the server IP. When accessing the server IP, 

the client initialization process occurs, if the initialization is successful the web page will display the 

client ID, but if the initialization fails, the client ID does not appear. 

Algorithm 2 shows the implementation pseudocode to get the user’s media stream. This process is 

carried out after initializing the peer connection. 
 

Algorithm 2 Get Media Stream 
 

1: getUserMedia() 

2: if ( then Success) 

3: Show it on the web 

4: else 

5: Show error 

6: end if 
 

The media stream obtained is then placed on a web page. The goal is to display the media stream 

captured by the camera. The pseudocode explanation for getting the media stream is as follows. The first 

step is to call the getUserMadia function provided by the client peer.js. The second step is to display the 

stream on the web page. 

Algorithm 3 indicates a peer making a call to another peer implementation pseudocode. 
 

Algorithm 3 Calls To Other Peers 
 

1: Call() 

2: if ( then Receive Calls) 

3: Show other user streams 

4: else 

5: Call denied! 

6: end if 
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This process is carried out to make calls between one peer to another peer. Peer will call function call 

to call to other peer, if that peer accepts it will display the stream from other peer. otherwise the call is 

unsuccessful. 

In Figure 2 is the Capture Media Stream interface that has been successfully connected and got the 

ID from the server. 

 
 

Figure 2: Capture Media Stream interface 

 
Media devices that have permission to access media devices will display the captured media results 

on a web page. 

In Figure 3 is the Inter Peer Connection interface. Before connecting between peers, the ID of the 

peer to be contacted is sent to the peer, then entered into the peer ID column. 

 
 

Figure 3: Peer Interface Connection 
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When the peer is connected, the two peers will send and receive data in the form of video and audio. 

The media streams from both peers will be displayed on the web page. 

 
B. SIP Design 

SIP works with other application layer protocols whose protocols are identified and carry session 

media, SIP incorporates many elements of Hypertext Transfer Protocol (HTTP) and Simple Mail Transfer 

Protocol (SMTP) [14]. SIP can make calls with several media, such as making calls using video, audio 

and text media. 

SIP can be used by using several other protocols that are used for call management, some of the 

protocols used by SIP are the Session Description Protocol (SDP), this protocol determines the codec, 

media format and communication media during communication, then there is a real time transport protocol 

(RTP). or Secure real-time transport protocol (SRTP) is used for streaming voice and video media [14] 

[15]. 

In order to carry out its functions, the workflow of this SIP unit is designed as shown in Figure 4. 

 

 
 

 

Figure 4: Overview of the SIP Application System 

 
To meet system requirements, the authors divides the system into components. The components are: 

1) Virtual Machine 

Serves as a place where the telephone system is installed. 

2) Telephone System 

Serves to perform communication settings and provides a communication connection between the 

connected softphones. 

3) GUI PBX 

GUI PBX serves to provide a user interface for the author to perform the necessary configuration 

of the telephone system, for example, registering a softphone ID number. 

4) Softphone 

Serves as an application used to communicate between users. This application will connect to the 

phone system using the IP server and store the ID number as a unique number that can be contacted 

by other applications. 

The development of SIP in this study uses the following software assistance: 

• VirtualBox 6.1.18, as a virtual machine. 

• Operating System FreePBX as a communication server. 

• softphone Bria as communication between users. 

• Web Browser Chrome versi 88.0.4324.190 64 bit as a GUI PBX configuration. 
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In the telephone system that was built, the author uses the FreePBX operating system as a SIP 

communication server. The author implemented it with virtualBox as a virtual machine. The following 

is a virtual machine specification for implementing a freePBX communication server: 

• Processor 2 core. 

• RAM 1024 MB / 1 GB. 

• hard drive 16 GB. 

With the configuration of internet protocol addresses that have been adapted to the local network. 

Before the trial, it is necessary to make an extension to FreePBX as a tool for accounts on the softphone 

later. This account is useful for identifying each softphone whether it is connected to the server. When 

the softphone is connected, communication is possible. 

 
Table I: Extension Account Softphone 

 

Extension Name 

111 affan 

222 hasby 

333 muhammad 

444 444 

500 500 

600 600 

 

In Table I, there are extensions that have been made by the author. There are 6 extensions made, 

because the test will be carried out by 6 users. Creating an account on the softphone is useful so that the 

softphone can connect to the server with certain information and the server can contact the softphone 

when there is a call. 

 
Table II: Softphone configuration 

 

SIP Username SIP Password Domain 

111 111 192.168.8.114:5160 

222 222 192.168.8.114:5160 

333 333 192.168.8.114:5160 

444 444 192.168.8.114:5160 

500 500 192.168.8.114:5160 

600 600 192.168.8.114:5160 

 

In Table II there is a softphone configuration, with adjustments to the domain configuration, SIP 

username and SIP password according to the FreePBX server. 

 

C. PSNR (Peak Signal to Noise Ratio) 

PSNR (Peak Signal to Noise Ratio) [16] is a measure that is the ratio between the maximum signal 

strength and the noise strength. In general, the signal has a fairly wide range of values, so that for 

simplicity the PSNR is written in decibels (dB). How to calculate PSNR by first determining the Mean 

Square Error (MSE) value as written in equation 1. 

m−1 n−1 

MSE = [I(i, j) K(i, j)] (1) 
mn 

PSNR is defined as follow: 

i=0 j=0 

 

 

PSNR = 10Log10( 

 
MAX2 

MSE 
MAX 

 

) (2) 

PSNR = 20Log10( √
MSE 

) (3) 

PSNR = 20Log10MAX − 10Log10MSE (4) 

i and j are the coordinates of the image, m and n are the dimensions of the image, I(i,j) represent the 

stego-image and K(i,j) represent the cover image. MAX the maximum value of the pixel value is 255. 
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IV. RESULTS AND DISCUSSION 

 

 

 

 

This test is carried out to obtain video quality and audio quality results by looking at the calculated 

PSNR results, when testing the number of client pairs will be added, in order to see the difference in 

quality from WebRTC and SIP servers when providing services to users. Figure 5 shows the Topology 

of the system. 

 

 

 

 
 

 

Figure 5: Testing Setup 

 

 

 

 
Overall, 6 laptops were used for testing this time, bringing a total of 3 pairs of clients. In detail, the 

pairs are Client 1 with Client 2, Client 3 with Client 4, and Client 5 with Client 6. Experiments and tests 

are carried out on the same LAN. 

 

 

 

The first step is to perform a PSNR test for video quality. This test is done by collecting video data 

on the sending client and the receiving client. The data is then compared with the PSNR calculation. 

The PSNR value will determine the decline in video quality due to the communication process. This is 

done for both WebRTC and SIP and is done for 3 different scenarios, 2 clients, 4 clients, and 6 clients. 

PSNR test results for video quality, can be seen in Fig 6. 
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Figure 6: PSNR Video test results 

 
Fig 6 shows that the WebRTC PSNR value for all scenarios is better than SIP. On 1-2 clients WebRTC 

is higher than SIP video quality. Then when there were 3-4 client additions, the PSNR value on WebRTC 

decreased by 1.82, and the SIP PSNR value decreased by 1.49. And when 5-6 clients are connected, the 

SIP and WebRTC PSNR values decrease with a higher slope, namely 28.79 and 33.79, respectively. 

WebRTC uses the VP8 codec for video, the VP8 codec has a resolution of 16,384 × 16,384 pixels 

and has a bitrate of 14 bits. This makes the VP8 codec have no restrictions on the resolution and size 

of data when sending between users. SIP uses the H.246 codec, the codec is often compared to the VP8 

codec, many studies have made comparisons of the two codecs [17]. The above comparison shows the 

WebRTC codec quality is higher than SIP. 

 

Figure 7: PSNR Audio test results 

 
In Fig 7, It can be seen that WebRTC audio quality is better than SIP audio. WebRTC uses G.711 as 

the [18] audio codec, while freePBX uses G.729 [19]. G.711 delivers high quality, uncompressed sound, 

but uses a lot of bandwidth. G.729 is compressed so that it uses less bandwidth at the expense of [20] 

sound quality. This proves the quality of WebRTC is better than SIP. As more users use the server, the 
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quality of WebRTC and SIP decreases simultaneously. There was no significant PSNR audio gap due to 

two things, namely the test was carried out locally and the two codecs used. The codec used by SIP is 

G.729 which performs voice compression to optimize bandwidth, because the test is carried out without 

any bandwidth limitation on the local network so that there is minimal compression. This results in no 

significant gaps in the sound test results for Codec G.711 and G.729. 

The PSNR for one-two clients is higher than for others Because only two clients are connected to the 

server and only two clients are communicating. After testing two clients, the third and fourth clients will 

connect to the server and communicate so that there are four clients connected to the server, after which 

another test is carried out for four clients, after completion, the fifth and sixth clients will connect to the 

server. server and communicate so that there are six clients connected to the server and communicating. 

This is what makes server performance decrease due to the increasing number of clients connecting and 

communicating. 

There are differences in the PSNR results from reference [7] with this study because, for reference 

there is the Ozeki VoIP SDK, the Ozeki VoIP SDK embeds advanced digital sound in its software such as 

noise cancellation, adaptive jitter buffering and echo cancellation, while this paper does not use additional 

features such as Ozeki. That is what causes SIP in this paper to have lower audio quality than WebRTC. 

 

 
V. CONCLUSION 

 
This research succeeded in implementing the WebRTC and SIP based video communication design. 

The comparison test of the quality of the two protocols was carried out using the PSNR metric and 3 

different scenarios, namely 2 clients, 4 clients, and 6 clients. The test results show that the video and audio 

quality of WebRTC is better than the video and audio quality of SIP. After analyzing and benchmarking 

with other research, it turns out that the type of video and audio codec used affects the communication 

quality of a protocol. For the future work, there are still many aspects that can be compared, such as 

network performance, Quality of Service (QoS), and Quality of Experience (QoE). In future studies, the 

authors suggest that there be studies that compare these aspects so that the advantages of each protocol 

can be observed. 
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