An enthalpy-based finite element method for solving two-phase Stefan problem
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Abstract
Stefan problem is a problem involving phase transition from solid to liquid or vice versa where boundary between solid and liquid regions moves as function of time. This paper presents numerical solution of one-dimensional two-phase Stefan problem by using finite element method. The governing equations involved in Stefan problem consist of heat conduction equation for solid and liquid regions, and also transition equation in interface position (moving boundary). The equations are difficult to solve by ordinary numerical method because of the presence of moving boundary. As consequence, the equations is reformulated into the form of internal energy (enthalpy). By the enthalpy formulation, solution of the heat conduction equations is no longer concerning the phase state of material. The advantage of the enthalpy formulation is that, finite element method can be easily implemented to solve Stefan problem. Numerical simulation of interface position, temperature profile, and temperature history has good agreement with the exact solution. The approximation of interface position using finite element method is found that it is more accurate than the approximation by using Godunov method. The simulation results reveal that finite element method has mean absolute error of 0.000002 while Godunov method has mean absolute error of 0.000075.
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I. INTRODUCTION

Stefan problem is a problem related to phase change, from solid to liquid (melting) or from liquid to solid (solidification), where the boundary between the solid and liquid regions moves as function...
of time. The governing equations involved in the Stefan problem are heat conduction equations for the solid and liquid regions, and an equation connecting solid and liquid regions which is called a moving boundary. The essence of solving Stefan problem is to find solutions of heat conduction equations for solid and liquid regions and also the moving boundary. Solving the heat conduction equation is not really difficult, but when the boundary is moving, the solution of the heat conduction equations becomes complicated. The presence of moving boundary is main characteristic of the Stefan problem and is part of the solution.

Stefan problem has been known since physics scientist Josef Stefan simulated the melting of polar ice cap in 1890 and compared the results of his simulations with observational data. Currently, Stefan problem has become the object of research and development in various applications of science and engineering, industry, and medical science. In engineering, Stefan problem must be solved in modeling of solar cooker with heat storage using phase change material [12]. In other industrial applications, Stefan problems are often encountered in the process of food freezing, melting/solidification of metals, and production of ice [8]. In the field of medical science, Stefan problem also arises in cryosurgery problem, i.e. unwanted tissue destruction technique by using extremely cold temperatures around $-196 \, ^\circ\text{C}$ [11].

Many researchers have developed solutions of Stefan problem both analytically and numerically. However, analytical solution of Stefan problem is complicated and very limited in certain cases even for one-dimensional problems. Several methods to obtain analytical solution of Stefan problem are quasistationary approximation, pertubation, Megerlin, and heat-balance-integral method [1]. In contrast, numerical solution of Stefan problem is more developed. Based on the existence of grid/mesh, numerical method to find the solution of Stefan problem can be divided into grid/mesh based and without grid/mesh. Grid/mesh based numerical methods are finite difference method [6], [9], [14], finite volume method [5], [17], and finite element method [2], [3], [18]. In general, for simple domain, these three methods are easily implemented to solve Stefan problem. The smoothed particle hydrodynamics (SPH) is a meshless numerical method which can be developed to solve Stefan problem [7]. However, the SPH method has longer computation time compared to mesh based method. This is because SPH method requires even a million of particles to obtain a high order of accuracy.

The finite difference method is a numerical method for solving differential equations based on Taylor’s approach. The advantage of finite difference method is that it has faster computation time. But, unfortunately it is difficult to implement for irregular domains. In contrast, numerical schemes for finite volume and finite element method are derived based on the integral form of differential equation. The advantage of these two methods is that they can be implemented for irregular domains and the resulting errors can be minimized. The finite volume method with Godunov scheme to solve two-phase Stefan problem has been comprehensively discussed in [13]. This paper focuses on numerical solution of one-dimensional two-phase Stefan problem using finite element method. To overcome the moving boundary, the heat conduction equations for solid and liquid regions will be reformulated into an enthalpy equation [4], [15], [16]. The enthalpy equation is then transformed into an integral form before the finite element method is implemented.

This paper is organized as follows. Section 2 briefly presents Stefan problem and its analytical solutions. The enthalpy formulation and finite element method are discussed in Section 3. Moreover, Section 4 discusses numerical solution for Stefan problem by using finite element method. Then, the finite element solution is compared to analytical solution and Godunov method which has been developed in [13].

II. STEFAN PROBLEM

A. Physical Formulation

Suppose there is a container which can be considered as one dimension with length $l$. The container is full of liquid with freezing point $T_m$. At initial, the liquid has temperature of $T_L > T_m$. Moreover, for $t > 0$, on the left of the container ($x = 0$), the liquid is given constant temperature $T_S < T_m$ while on the right of the container ($x = l$) is no heat transferred out (insulated). As a result, solidification process will occur from left to right of the container. This solidification process will divide the container (domain)
into two regions: solid and liquid which are separated by an interface (mushy region). Mushy zone can be defined as a region in which solid and liquid phase co-exist. Here, the interface is assumed to be a very thin region. The interface always moves as the solidification takes place. This process is called the two-phase Stefan problem. The solution of the Stefan problem is to determine temperature distribution in the solid and liquid regions and also interface position. In this case, the density of the liquid \( \rho \) is assumed constant. The parameters involved in Stefan problem are latent heat: \( L \), specific heat of solid and liquid: \( c_L \) and \( c_S \), thermal conductivity of solid and liquid: \( k_L \) and \( k_S \).

**Gambar 1. Illustration of one-dimensional Stefan problem.**

Let \( X(t) \) be the interface position that separates solid and liquid region at time \( t \). Then, \( 0 \leq x < X(t) \) and \( X(t) < x \leq l \) are solid and liquid region, respectively, see Fig. 1 for an illustration of one-dimensional Stefan problem. Furthermore, temperature profile \( T(x, t) \) for the solid and liquid regions and also interface position \( X(t) \) should be determined. The heat conduction equations for solid and liquid regions can be written respectively as follows

\[
\rho c_S \frac{\partial T}{\partial t} = k_S \frac{\partial^2 T}{\partial x^2}, \quad 0 < x < X(t), \quad t > 0 \quad \text{(solid)}
\]

and

\[
\rho c_L \frac{\partial T}{\partial t} = k_L \frac{\partial^2 T}{\partial x^2}, \quad X(t) < x < l, \quad t > 0 \quad \text{(liquid)}.
\]

At interface position, based on heat flux equilibrium, the transition equation is expressed as

\[
\rho L \frac{dX(t)}{dt} = k_S \frac{\partial T}{\partial x}(X(t)^-, t) - k_L \frac{\partial T}{\partial x}(X(t)^+, t), \quad t > 0,
\]

with temperature at interface position is given by

\[
T(X(t), t) = T_m, \quad t > 0.
\]

Besides, initial and boundary conditions may be expressed as

\[
T(x, 0) = \begin{cases} 
T_L > T_m, & 0 < x \leq l, \quad X(0) = 0, \\
T_S < T_m, & 0 = \frac{dT}{dx}(l, t) = 0, \quad t > 0.
\end{cases}
\]

**B. Analytical Solution**

The analytical solution of the Stefan problem for finite domain \( 0 \leq x \leq l \) is very difficult to solve. However, analytical solution for semi-infinite domain \( x \geq 0 \) can be solved and is given by [13]:

\[
T(x, t) = \begin{cases} 
T_S + (T_m - T_S) \frac{\text{erf} \left( \frac{x}{\sqrt{2aLt}} \right)}{\text{erf} \left( \frac{X(t)}{\sqrt{2aLt}} \right)}, & 0 < x < X(t), \quad t > 0 \\
T_L - (T_L - T_m) \frac{\text{erfc} \left( \frac{X(t)}{\sqrt{2aLt}} \right)}{\text{erfc} \left( \frac{X(t)}{\sqrt{2aLt}} \right)}, & x > X(t), \quad t > 0
\end{cases}
\]

and

\[
X(t) = 2\lambda \sqrt{aLt}, \quad t > 0.
\]
Here, erf and erfc refer to an error function and complement of error function, respectively. Parameter \( \lambda \) is solution of transcendental equation as follows [13]

\[
\frac{St_S}{\exp(\lambda^2)\text{erf}(\lambda)} - \frac{St_L}{\exp(\nu^2\lambda^2)\text{erf}(\nu\lambda)} = \lambda\sqrt{\pi},
\]

(9)

where

\[
\alpha_S = \frac{k_S}{\rho c_S}, \quad St_S = c_S(T_m - T_S), \quad St_L = c_L(T_L - T_m), \quad \nu = \sqrt{\frac{\alpha_S}{\alpha_L}}.
\]

(10)

The transcendental equation can be approximated numerically by using Newton-Raphson method.

### III. Numerical Solution

#### A. Enthalpy Formulation

The equations (1) - (3) are difficult to solve by ordinary numerical method because of the presence of moving boundary. As consequence, the equations is transformed into the form of energy equation (enthalpy). In the form enthalpy, the solid and liquid phase of material are no longer considered, so that the finite element method can be easily implemented. Representation of equations (1) - (3) in the form of energy conservation is

\[
\frac{\partial E}{\partial t} + \frac{\partial q}{\partial x} = 0,
\]

(11)

where \( q(x,t) \) is heat flux which is given by Fourier’s Law: \( q = -k \frac{\partial T}{\partial x} \), \( k = k_S \) for solid region, and \( k = k_L \) for liquid region. Moreover, \( E(x,t) \) is enthalpy per unit length in position \( x \) at time \( t \) and \( q(x,t) \) is the heat flux at position \( x \) and time \( t \). Moreover, The enthalpy \( E(x,t) \) is the sum of sensible and latent heat:

\[
E(x,t) = \begin{cases} 
\rho c_S(T - T_m), & T < T_m \\
\rho c_L(T - T_m) + \rho L, & T > T_m
\end{cases}
\]

(12)

This transformation is called enthalpy formulation [8]. The advantage of the enthalpy method is the governing equation is still the same regardless the phases state. For \( c_S \) and \( c_L \) constant, the equation (12) can be expressed as

\[
E = \begin{cases} 
\rho c_S(T - T_m), & T < T_m \\
\rho c_L(T - T_m) + \rho L, & T > T_m
\end{cases}
\]

(13)

or it can be written in the term of temperature [1]:

\[
T = \begin{cases} 
T_m + \frac{E}{\rho c_S}, & E \leq 0 \\
T_m, & 0 < E < \rho L \\
T_m + \frac{E - \rho L}{\rho c_L}, & E \geq \rho L
\end{cases}
\]

(14)

The relationship between enthalpy and temperature can be described in Fig. 2.

#### B. Finite Element Method

Finite element method begins by transforming the differential equation into the form of an integral equation or referred to as the weak form. More comprehensive discussion about finite element method can be found in [10]. Here, the differential equation in (11) can be written as follows

\[
k \frac{\partial^2 T}{\partial x^2} - \frac{\partial E}{\partial t} = 0, \quad 0 \leq x \leq l,
\]

(15)
Multiply the differential equation in (15) with function $W(x)$, which is called weighting function. Then integrate the left and right hand side of (15) for entire domain $0 \leq x \leq L$:

$$- \int_{0}^{L} W(x) \left( k \frac{\partial^2 T}{\partial x^2} - \frac{\partial E}{\partial t} \right) \, dx = 0. \tag{16}$$

Equation (16) is multiplied by negative in order to produce an equation that can be easily solved. By using the Chain Rules from Calculus, we have

$$\frac{\partial}{\partial x} \left( W(x) \frac{\partial T}{\partial x} \right) = W(x) \frac{\partial^2 T}{\partial x^2} + \frac{dW}{dx} \frac{\partial T}{\partial x},$$

or we can rewrite as

$$W(x) \frac{\partial^2 T}{\partial x^2} = \frac{\partial}{\partial x} \left( W(x) \frac{\partial T}{\partial x} \right) - \frac{dW}{dx} \frac{\partial T}{\partial x}. \tag{17}$$

Substitute (17) into (16), it yields

$$- \int_{0}^{L} \frac{\partial}{\partial x} \left( k W(x) \frac{\partial T}{\partial x} \right) \, dx + \int_{0}^{L} k \frac{dW}{dx} \frac{\partial T}{\partial x} \, dx + \int_{0}^{L} W(x) \frac{\partial E}{\partial t} \, dx = 0,$$

or it can be expressed as

$$\int_{0}^{L} k \frac{dW}{dx} \frac{\partial T}{\partial x} \, dx = \left[ k W(x) \frac{\partial T}{\partial x} \right]_{x=0}^{x=L} - \int_{0}^{L} W(x) \frac{\partial E}{\partial t} \, dx. \tag{18}$$

Equation (18) is called weak form for one-dimensional heat conduction equation.

1) Space Discretization: In discretizing one-dimensional space, without loss of generality, the dependence of variable $T$ in time will be ignored so we just write $T(x)$. One-dimensional linear element is line segment with length of $\Delta x$ and two nodes at the ends, see Fig. 3. The nodes on the left- and right-hand side of an element are symbolized by $X_i$ and $X_j$ while the temperature values at $X_i$ and $X_j$ are $T_i$ and $T_j$, respectively. One-dimensional linear element may be expressed as

$$T(x) = a_1 + a_2 x \tag{19}$$

Coefficient $a_1$ and $a_2$ can be determined using conditions at the end nodes of the element, i.e.

$$T(x) = T_i \quad \text{at} \quad x = X_i,$$
$$T(x) = T_j \quad \text{at} \quad x = X_j. \tag{20}$$

Moreover, substitute (20) into (19), we write

$$T_i = a_1 + a_2 X_i,$$
$$T_j = a_1 + a_2 X_j. \tag{21}$$
Solve linear equation system in (21) to obtain

\[ a_1 = \frac{T_i X_j - T_j X_i}{X_j - X_i} \]
\[ a_2 = \frac{T_j - T_i}{X_j - X_i}. \]  

Finally, substitute (22) into (19), it yields

\[ T(x) = \left( \frac{T_i X_j - T_j X_i}{X_j - X_i} \right) + \left( \frac{T_j - T_i}{X_j - X_i} \right) x. \]  

Let \( \Delta x = X_j - X_i \), then rearrange (23),

\[ T(x) = \left( \frac{X_j - x}{\Delta x} \right) T_i + \left( \frac{x - X_i}{\Delta x} \right) T_j. \]  

Moreover, we suppose

\[ N_i(x) = \frac{X_j - x}{\Delta x} \quad \text{dan} \quad N_j(x) = \frac{x - X_i}{\Delta x}. \]  

In finite element method, \( N_i \) dan \( N_j \) refers to shape or interpolation function. Equation (24) is simplified to

\[ T(x) = N_i T_i + N_j T_j, \]  

or we can write as

\[ T(x) = \{N\} \{T\} \]

where \( [N] = [N_i \; N_j] \) is row vector of shape function and

\[ \{T\} = \begin{bmatrix} T_i \\ T_j \end{bmatrix} \]

is column vector containing \( T_i \) and \( T_j \).

For \( M \) linear elements, equation (26) is given by

\[ T^{(e)}(x) = N_i^{(e)} T_i + N_j^{(e)} T_j, \quad \text{where} \quad e = 0, 1, 2, \ldots, M - 1 \]  

where

\[ N_i^{(e)}(x) = \frac{X_j - x}{\Delta x} \quad \text{and} \quad N_j^{(e)}(x) = \frac{x - X_i}{\Delta x}. \]

By using (29), at \( X_i \) and \( X_j \), we have

\[ N_i^{(e)}(X_i) = 1, \quad N_i^{(e)}(X_j) = 0, \]
\[ N_j^{(e)}(X_i) = 0, \quad N_j^{(e)}(X_j) = 1. \]
2) Galerkin Method: We will use Galerkin Method, which chooses weighting function, $W(x)$, equal to shape function, $N(x)$. Suppose $W_s(x)$ is weighting function at node $s$. Moreover, the shape function at node $s$ consists of shape function on the left-hand side of node $s$, i.e. $N_s^{(e)}$, and the right-hand side of node $s$, i.e. $N_s^{(e+1)}$, see Fig. 4. Based on Galerkin Method, $W_s(x)$ is given by

$$W_s(x) = \begin{cases} N_s^{(e)}, & X_r \leq x \leq X_s \\ N_s^{(e+1)}, & X_s \leq x \leq X_t \\ 0, & \text{others.} \end{cases}$$  \hspace{1cm} (30)$$

By using Galerkin Method, then (18) becomes

$$\int_0^L k \frac{dN}{dx} \frac{\partial T}{\partial x} \, dx = \left[ k N(x) \frac{\partial T}{\partial x} \right]_{x=0}^{x=L} - \int_0^L N(x) \frac{\partial E}{\partial t} \, dx.$$  \hspace{1cm} (31)$$

Let $(e)$ be arbitrary element with $X_i$ and $X_j$ are node in the left- and right-hand side of the element, respectively. Shape function for element $(e)$ is $N_i^{(e)}$ and $N_j^{(e)}$. Weighting function for arbitrary element $(e)$ can be illustrated in Fig. 5. Therefore, for arbitrary element $(e)$ and fact that $N_i(X_i) = 1$, $N_i(X_j) = 0$, $N_j(X_i) = 0$, $N_j(X_j) = 1$, then (31) can be written as

$$\int_{X_i}^{X_j} k^{(e)} \frac{dN_i^{(e)}}{dx} \frac{dT^{(e)}}{dx} \, dx = -k^{(e)} \frac{dT^{(e)}}{dx} \bigg|_{x=X_i} - \int_{X_i}^{X_j} N_i^{(e)} \frac{\partial E}{\partial t} \, dx.$$  \hspace{1cm} (32)$$

and

$$\int_{X_i}^{X_j} k^{(e)} \frac{dN_j^{(e)}}{dx} \frac{dT^{(e)}}{dx} \, dx = k^{(e)} \frac{dT^{(e)}}{dx} \bigg|_{x=X_j} - \int_{X_i}^{X_j} N_j^{(e)} \frac{\partial E}{\partial t} \, dx.$$  \hspace{1cm} (33)$$
Based on (28) and (29), derivative of $N_i$, $N_j$, and $T^{(e)}$ with respect to $x$ is

$$\frac{dN_i^{(e)}}{dx} = -\frac{1}{\Delta x} \quad \text{(34)}$$
$$\frac{dN_j^{(e)}}{dx} = \frac{1}{\Delta x} \quad \text{(35)}$$
$$\frac{dT^{(e)}}{dx} = \frac{1}{\Delta x}(-T_i + T_j). \quad \text{(36)}$$

Solve (32) and (33), we obtain

$$-k^{(e)}\Delta x(-T_i + T_j) = q|_{x=X_i} - \int_{X_i}^{X_j} N_i^{(e)} \frac{\partial E}{\partial t} \, dx \quad \text{(37)}$$

and

$$k^{(e)}\Delta x(-T_i + T_j) = -q|_{x=X_j} - \int_{X_i}^{X_j} N_j^{(e)} \frac{\partial E}{\partial t} \, dx. \quad \text{(38)}$$

For solving time dependent problem, we suppose that $\frac{\partial E}{\partial t}$ can be expressed as

$$\frac{\partial E^{(e)}}{\partial t} = N_i^{(e)} \frac{\partial E_i}{\partial t} + N_j^{(e)} \frac{\partial E_j}{\partial t} = N_i^{(e)} \dot{E}_i + N_j^{(e)} \dot{E}_j \quad \text{(39)}$$

Substitute (39) into (37) and (38), then solve integral on right-hand side, it yields

$$-k^{(e)}\Delta x(-T_i + T_j) = q|_{x=X_i} - \frac{2}{6}\Delta x \dot{E}_i - \frac{1}{6}\Delta x \dot{E}_j \quad \text{(40)}$$

and

$$k^{(e)}\Delta x(-T_i + T_j) = -q|_{x=X_j} - \frac{1}{6}\Delta x \dot{E}_i - \frac{2}{6}\Delta x \dot{E}_j \quad \text{(41)}$$

or we can write in local (element) matrix as follows

$$k^{(e)}\Delta x \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix} \{ T_i \\ T_j \} = \{ I_i \\ I_j \} - \frac{\Delta x}{6} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix} \{ \dot{E}_i \\ \dot{E}_j \}. \quad \text{(42)}$$

Therefore, for arbitrary element $(e)$, equation (42) can be written as

$$[c^{(e)}]\{\dot{E}^{(e)}\} + [s^{(e)}]\{T^{(e)}\} = \{I^{(e)}\} \quad \text{(43)}$$

and

$$[c^{(e)}] = \frac{\Delta x}{6} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix} \quad \text{(element mass matrix)}$$

$$[s^{(e)}] = \frac{k^{(e)}}{\Delta x} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix} \quad \text{(element stiffness matrix)}$$

$$\{\dot{E}^{(e)}\} = \{ \dot{E}_i \\ \dot{E}_j \}$$

$$\{T^{(e)}\} = \{ T_i \\ T_j \}$$

$$\{I^{(e)}\} = \{ I_i \\ I_j \} = \{ q_i \\ -q_j \}.$$

Note that $I^{(e)}$ in the interior element will be vanished. Moreover, thermal conductivity $k$ for arbitrary element $(e)$ with left node $i$ and right node $j$ is given by

$$k^{(e)} = \begin{cases} k_S, & E_i \leq 0 \quad \text{(solid)} \\ k_m, & 0 < E^{(e)} < \rho L \quad \text{(mushy)} \\ k_L, & E_j \geq \rho L \quad \text{(liquid)} \end{cases} \quad \text{(44)}$$
where $k_m$ can be approximated by

$$k_m = \left| \frac{E^{(e)}(l) - E^{(e-1)}}{E^{(e+1)}(l) - E^{(e-1)}} \right| k_S + \left| \frac{E^{(e+1)} - E^{(e)}}{E^{(e+1)}(l) - E^{(e-1)}} \right| k_L. \quad (45)$$

In equation (45), approximation of $k_m$ is obtained by proportionality of solid and liquid fraction in mushy region.

For $M$ number of elements, each element matrix has contribution to form global matrix. Then, global matrix equation can be represented as

$$[C]\{\dot{E}\} + [K]\{T\} = \{I\}, \quad (46)$$

where $[C]$ and $[K]$ are global mass and stiffness matrix, respectively which are formed by $2 \times 2$ element mass and stiffness matrix. Here, time stepping in the system can be solved by Forward Euler Method as follows

$$[C]\left\{ \frac{E(t + \Delta t) - E(t)}{\Delta t} \right\} + [K]\{T\} = \{I\}. \quad (47)$$

Let $t^n = n\Delta t$, then equation (47) can be written as

$$[C]\{E\}^{n+1} = [C]\{E\}^n + \Delta t\{(I) - [K]\{T\}^n\}. \quad (48)$$

Equation (48) is a tridiagonal system, so that it will be efficient if it is solved by using Thomas Algorithm. Solution of (48) is enthalpy value at each node, so that to obtain temperature value at each node, we use transformation formula which is given by (14). Finally, temperature profile of Stefan solution is obtained from (14).

![Gambar 6. Interface position in a mushy element.](image)

C. Interface Tracking

The interface position $X(t)$ is not always located on the node, but can be located inside an element. Here, the elements in the domain can be divided into three phase categories, i.e. solid, liquid, and mushy elements which are determined by its enthalpy. The position of interface can be ascertained to lie in the mushy element. Inside a mushy element, we need to approximate where the interface position located. Fig. 6 illustrated interface position inside a mushy element.

Suppose $\lambda^{(e)}$ is liquid fraction in an element with $0 \leq \lambda^{(e)} \leq 1$. If $\lambda^{(e)} = 0$ then the element contains 100% of solid, then if $\lambda^{(e)} = 0.75$ then the element contains 75% of liquid and 25% of solid. The liquid fraction for the element $\lambda^{(e)}$ is given by

$$\lambda^{(e)} = \begin{cases} 0, & E_i \leq 0 \quad \text{(solid)} \\ \frac{E^{(e)}}{\rho L}, & 0 < E^{(e)} < \rho L \quad \text{(mushy)} \\ 1, & E_j \geq \rho L \quad \text{(liquid)} \end{cases} \quad (49)$$

Interface position in mushy element $\lambda^{(e_m)}$ at time $t_n$ is approximated as

$$X(t_n) = X_m + (1 - \lambda^{(e_m)}) \Delta x, \quad (50)$$

where $X_m$ is node on the left-hand side of mushy element.
We conduct numerical simulation to evaluate accuracy of the finite element method for solving one-dimensional two-phase Stefan problems. We will analyze simulation results for interface position, temperature profile, and temperature history. Suppose the material being simulated is water that occupies a container with length \( l = 0.1 \) m. At first, the water is in liquid state with temperature of \( T_L = 37^\circ C \). At \( x = 0 \) m, the container is given a constant temperature of \( T_S = -200^\circ C \) while at \( x = 0.1 \) m the container is insulated. Other thermophysics parameters are listed in Table I. Numerical results of finite element simulation will be compared with exact solution and also numerical solution by using Godunov method which has been discussed in [13]. In the simulation, we vary the number of elements, i.e. \( M = 16, 32, \ldots, 512 \). Particularly, in Godunov method, \( M \) refers to the number of control volumes. Here, we assume that the length of each element is uniform, i.e. \( \Delta x = l/M \). For the sake of stability, the time step \( \Delta t \) is chosen such that the computation is stable and is given by Table II.

Gambar 7. Interface position for finite element method (FEM) and Godunov method compared to exact solution.

Gambar 8. Absolute error of interface position for finite element method (FEM) and Godunov method.

IV. RESULTS AND DISCUSSION
Gambar 9. Temperature profile at \( t = 2000 \) seconds for finite element method (FEM) and Godunov method compared to exact solution.

Gambar 10. Absolute error of temperature profile for finite element method (FEM) and Godunov method.

Fig. 7 presents the interface position for \( M = 16, M = 32, M = 64, M = 128, M = 256 \) and \( M = 512 \) both finite element and Godunov method. It can be seen that, for \( M = 16 \), numerical solution of the interface position using finite element method overestimates the exact solution, whereas the solution by Godunov method underestimates the exact solution. Based on the figure, it can also be seen that, for many number of elements, finite element method is faster to approach the exact solution than the Godunov method. Moreover, absolute error of interface position for finite element and Godunov method is displayed in Fig. 8. In general, the absolute error of finite element method is always smaller than Godunov method. It reveals that approximation of interface position using (50) is more accurate than approximation by using Godunov method as proposed in [13].

The temperature profile for \( M = 16 \) and \( M = 32 \) is shown in Fig. 9. Based on the figure, it can be seen that both finite element and Godunov method confirms the exact solution. However, around the interface position, absolute error for the temperature profile is quite large compared to temperatures far away from the interface. This is due to in the mushy region, there is temperature jump which is influenced by different thermal conductivity. Fig. 10 depicts absolute error of finite element and Godunov method for temperature profile. Here, for \( M = 16 \) and \( M = 128 \), finite element method has absolute error which is always smaller than Godunov method. Moreover, for \( M = 64 \) and \( M = 256 \) the Godunov method has...
Gambar 11. Temperature history at $x = 0.0125$ m for finite element method (FEM) and Godunov method compared to exact solution.

Gambar 12. Absolute error of temperature history at $x = 0.0125$ m for finite element method (FEM) and Godunov method.

bigger absolute error than finite element method.

Fig. 11 displays a comparison of numerical solution of finite element and Godunov method for temperature history at $x = 0.0125$ m with $M = 16$ and $M = 32$. As indicated in the figure, it can be seen that temperature history of both finite element and Godunov method is close to the exact solution, except when water temperature is near the freezing point. While absolute error comparison between the finite element and Godunov method is shown in Fig. 12. It can be observed from the figure, absolute error for the finite element and Godunov method decreases as increasing of time. However, in this case, the absolute error for finite element is always smaller than Godunov method.

Table II summarizes maximum error of finite element and Godunov method for interface position, temperature profile, and temperature history. It can be seen that, maximum error of interface position for both finite element and Godunov method decreases with convergence rate about 2.0. However, in this case, the maximum error for the Godunov method is smaller than finite element method. Likewise, for temperature profile, the maximum error of Godunov method is smaller than finite element method, except for $M = 16$ and $M = 128$. In contrast, for temperature history, the maximum error of finite element method is smaller than the Godunov method, except for $M = 512$.

Mean absolute error of finite element and Godunov method for interface position, temperature profile, and temperature history is listed in Table III. It can be seen that, for interface position, mean absolute error
Tabel I

PHYSICAL PROPERTIES OF WATER [13].

<table>
<thead>
<tr>
<th>symbol</th>
<th>parameter</th>
<th>value</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_s$</td>
<td>specific heat of solid</td>
<td>1.7</td>
<td>kJ/kg/K</td>
</tr>
<tr>
<td>$c_l$</td>
<td>specific heat of liquid</td>
<td>4.1868</td>
<td>kJ/kg/K</td>
</tr>
<tr>
<td>$k_s$</td>
<td>thermal conductivity of solid</td>
<td>$2.66 \times 10^{-3}$</td>
<td>kJ/m/s/K</td>
</tr>
<tr>
<td>$k_l$</td>
<td>thermal conductivity of liquid</td>
<td>$0.6 \times 10^{-3}$</td>
<td>kJ/m/s/K</td>
</tr>
<tr>
<td>$T_m$</td>
<td>freezing point</td>
<td>273</td>
<td>K</td>
</tr>
<tr>
<td>$L$</td>
<td>latent heat</td>
<td>333.73</td>
<td>kJ/kg</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
<td>1000</td>
<td>kg/m$^3$</td>
</tr>
</tbody>
</table>

Tabel II

MAXIMUM ERROR OF INTERFACE POSITION, TEMPERATURE PROFILE, AND TEMPERATURE HISTORY FOR FINITE ELEMENT METHOD (FEM) AND GODUNOV METHOD.

<table>
<thead>
<tr>
<th>M</th>
<th>$dt$</th>
<th>Interface position</th>
<th>Temperature profile</th>
<th>Temperature history</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>Godunov</td>
<td>FEM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FEM</td>
<td>Godunov</td>
</tr>
<tr>
<td>16</td>
<td>1.600000</td>
<td>0.0030124</td>
<td>0.004605</td>
<td>3.798278</td>
</tr>
<tr>
<td>32</td>
<td>0.000000</td>
<td>0.002512</td>
<td>0.002302</td>
<td>2.939151</td>
</tr>
<tr>
<td>64</td>
<td>0.000000</td>
<td>0.001256</td>
<td>0.001151</td>
<td>2.368196</td>
</tr>
<tr>
<td>128</td>
<td>0.000000</td>
<td>0.000628</td>
<td>0.000576</td>
<td>0.970140</td>
</tr>
<tr>
<td>256</td>
<td>0.000000</td>
<td>0.000314</td>
<td>0.000288</td>
<td>0.571411</td>
</tr>
<tr>
<td>512</td>
<td>0.000000</td>
<td>0.0001565</td>
<td>0.000144</td>
<td>0.498985</td>
</tr>
</tbody>
</table>

Tabel III

MEAN ABSOLUTE ERROR OF INTERFACE POSITION, TEMPERATURE PROFILE, AND TEMPERATURE HISTORY FOR FINITE ELEMENT METHOD (FEM) AND GODUNOV METHOD.

<table>
<thead>
<tr>
<th>M</th>
<th>$dt$</th>
<th>Interface position</th>
<th>Temperature profile</th>
<th>Temperature history</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FEM</td>
<td>Godunov</td>
<td>FEM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FEM</td>
<td>Godunov</td>
</tr>
<tr>
<td>16</td>
<td>1.600000</td>
<td>0.002532</td>
<td>0.003286</td>
<td>0.688276</td>
</tr>
<tr>
<td>32</td>
<td>0.000000</td>
<td>0.001039</td>
<td>0.001635</td>
<td>0.464124</td>
</tr>
<tr>
<td>64</td>
<td>0.000000</td>
<td>0.000422</td>
<td>0.000767</td>
<td>0.151992</td>
</tr>
<tr>
<td>128</td>
<td>0.000000</td>
<td>0.0001666</td>
<td>0.000354</td>
<td>0.071411</td>
</tr>
<tr>
<td>256</td>
<td>0.000000</td>
<td>0.000061</td>
<td>0.000162</td>
<td>0.031377</td>
</tr>
<tr>
<td>512</td>
<td>0.000000</td>
<td>0.000002</td>
<td>0.000075</td>
<td>0.024142</td>
</tr>
</tbody>
</table>

The one-dimensional two-phase Stefan problem has been successfully solved numerically using finite element method via an enthalpy formulation. Numerical results for interface position, temperature profile, and temperature history have been validated with the exact solution and also compared to Godunov method. It has been shown that finite element method has good agreement with the exact solution. The approximation of interface position using finite element has been found that it is more accurate than the approximation by using Godunov method. It has been shown that finite element method has mean absolute error of 0.000002 while Godunov method has mean absolute error of 0.000075. Suggestion for the future research is to develop finite element method via enthalpy formulation to solve two-dimensional two-phase Stefan problem.
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