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Fatri Nurul Inayah¹, Sri Suryani Prasetiyowati², Yuliant Sibaroni³

¹,²,³ School of Computing, Telkom University
Bandung, West Java, Indonesia

*fatrinrlinayah@student.telkomuniversity.ac.id

Abstract
In some tropical countries, cases of dengue fever are still quite high, one of them is in Indonesia. Information about the status of the high and low number of cases of an area is important, so that it can be known by the public correctly and accurately. The information on the classification of the number of dengue cases also can be used to assist the government in preventing the spread of the number of cases from spreading, it is necessary to use an appropriate classification method, with fairly high accuracy. In this study, the classification method used is a combination of Naïve Bayes, K-Nearest Neighbor (KNN), and Artificial Neural Network (ANN) methods, with the hope that a predictive model for the classification of dengue fever can be built. The data used in this study is a dataset of the number of cases of the spread of dengue hemorrhagic fever in the city of Bandung in the period 2012-2018. The performance results obtained using the Naïve Bayes, K-Nearest Neighbor, Artificial Neural Network methods are 74%, 78%, 86%, respectively. To increase the accuracy of the classification results of the three methods, hybridization of the three methods is carried out. The results of the hybrid classifier with the voting method turned out to be able to increase accuracy, to 90%.

Keywords: Artificial Neural Network, Classification, Dengue Fever, Hybrid Classifier, K-Nearest Neighbor, Naïve Bayes.

I. INTRODUCTION

DENGUE Hemorrhagic Fever (DHF) is a type of infectious disease caused by the dengue virus where the virus comes from the bite of Aedes Aegypti and Aedes Albopictus and will continue to plague an area every year. This disease is still a priority in Indonesia because besides being a tropical country it is also caused by the pattern of life of the people themselves by not maintaining the cleanliness of the surrounding environment. Dengue fever cases in Indonesia until July 2020 reached 71,633 cases and the highest number of cases was in West Java province with 10,772 cases [1].

West Java, especially Bandung Regency, experienced fluctuation from 2014 to 2018, in 2014 there were 995 cases with 4 deaths, in 2015 there were 1013 cases with 4 deaths, in 2016 there were 3,470 cases with 10 deaths, in 2017 there were 1,015 cases with 4 deaths and in 2018 there were 1,778 cases with 11 deaths [2].
By looking at the increasing number of cases of spread and death in Bandung Regency, it is necessary to handle the spread of dengue fever, one of which is by predicting its spread as an early preventive measure, and as information on the classification of the number of dengue cases can be used to assist the government in preventing the spread of the number of cases from spreading, it is necessary to use an appropriate classification method, with fairly high accuracy. In previous studies, classification techniques have been carried out with various methods, by describing the application of the J48 Algorithm for dengue fever prediction using the J48 Decision Tree method which obtained an accuracy value of 75.833% [3]. Similar research on the combination of the K-Nearest Neighbor and Naive Bayes methods for data classification obtained an accuracy value of 76.92% [4], and in other studies regarding the prediction of potential blood donors, the accuracy value of the Neural Network method was 80%, higher than using the K-Nearest Neighbor and Naive Bayes method [5].

By looking at the results of the accuracy of several methods that have been used by previous researchers, the writer found that the K-Nearest Neighbor and Naive Bayes combination method has higher accuracy results than not doing the combination, whereas in the Neural Network algorithm comparison, K Nearest Neighbor, and Naive Bayes resulted in a higher level of accuracy on the Neural Network. Thus, the authors apply a combination of several methods, namely Naive Bayes, K-Nearest Neighbor, and Artificial Neural Network in the classification of dengue fever and compare them without using a hybrid to see the comparison of predictions of the classification of the spread of dengue fever in terms of getting the accuracy and speed of diagnosis. These three methods have their respective advantages and disadvantages so that with this hybrid method it is possible to overcome the weaknesses of the three methods to obtain high accuracy values.

II. LITERATURE REVIEW

Several studies have conducted dengue fever prediction using classification techniques. In the classification technique, there are several algorithms including Naïve Bayes, K-Nearest Neighbor, and Artificial Neural Network. The use of the Naïve Bayes algorithm is relatively easy without repeated parameter estimation and has good performance [6]. The K-Nearest Neighbor algorithm is a simple method based on analogy learning [4]. The Artificial Neural Network algorithm is capable of performing difficult and complex computations similar to that of the human brain [7].

In the same case in this study, the prediction of dengue fever in the study [3] describes the application of the J48 Decision Tree method gets an accuracy value of 75.833% for cross-validation fold 5 and 80% accuracy results using fold 10. In the study [8] that implements a comparison of the SVM, Naïve Bayes, and Random Forest method respectively 77.5%, 56%, and 84.1%. From the comparison result of the three algorithms, the Random Forest has a good classification.

A study [5] presented the prediction of potential blood donors by performing comparisons of several algorithms. The study was conducted to compare the highest accuracy value using the Neural Network algorithm, K-Nearest Neighbor, and Naïve Bayes. From the test results by measuring the performance of the three algorithms, the neural network algorithm has fairly good accuracy with an accuracy value of 80%.

K-Nearest Neighbor and Naïve Bayes algorithms were also used in the study [4] on data classification. This study was conducted using a combination of K-Nearest Neighbor and Naïve Bayes methods to overcome the weaknesses of each of these algorithms to obtain a higher percentage of accuracy. The combination results obtained 76.92% higher than the Naive Bayes and K-Nearest Neighbor methods.

A study [9] presented the classification of the diagnosis of dengue fever. This study was also carried out using a combination of Naïve Bayes and K-Nearest Neighbor to prove that the combination of the two methods can produce a good performance. The classification system created produces an accuracy value of 95.4%, sensitivity 96.2%, and specificity of 94.4%. So, this hybrid method produces a higher accuracy value than the basic method.
A study [10] also used a combination of algorithms in the classification of dengue fever. This study uses a hybrid classification model as the combination of Naïve Bayes and Decision Tree with the voting method to get the best accuracy results. The voting method is applied to select a classifier that performs well from several classifiers so that the research results in an accuracy value of 92%.

This study used a hybrid classification method of Naive Bayes K-Nearest Neighbor and Artificial Neural Network for the classification of dengue fever. The Artificial Neural Network algorithm in the prediction of dengue fever results in fairly good accuracy [5]. The combined study of K-Nearest Neighbor and Naive Bayes, it provides a fairly good accuracy compared to the K-Nearest Neighbor method and the Naïve Bayes method [4]. The use of a combination of Naive Bayes and a Decision Tree using the voting method gives an accuracy of 92% [10], as well as study [9] which gives an accuracy of 95.4% using the hybrid Naïve Bayes-KNN method. So, the author tries to combine the Naive Bayes, K-Nearest Neighbor, and Artificial Neural Network algorithms for the classification of dengue fever and the effect of the voting method on the results of accuracy.

III. RESEARCH METHOD

Fig. 1 describes the system design in the method applied in this study.
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A. Dataset

The data used in this study is a dataset of dengue fever in Bandung Regency in the period 2012 to 2018, with the number of cases in 2012 as many as 4,780 cases, in 2013 as many as 2,271 cases, in 2014 as many as 4,095 cases, in 2015 as many as 1,669 cases, in 2016 as many as 3,880 cases, in 2017 there were 1,787 cases, and in 2018 there were 2,827 cases. This data consists of several attributes including District, number of cases, rainfall, humidity, temperature, class (high, medium, and low). This dataset will be divided into 2 datasets, namely training data and testing data, this data distribution is used 80% for training data and 20% for testing data. Training data is used to determine the probability of classifying in decision making, while data testing is used for testing in this study in model building.

B. Preprocessing

1) Labeling Class:

<table>
<thead>
<tr>
<th>Class</th>
<th>Label</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>2</td>
<td>Number of cases &gt; 55</td>
</tr>
<tr>
<td>Medium</td>
<td>1</td>
<td>Number of cases &lt;= 55</td>
</tr>
<tr>
<td>Low</td>
<td>0</td>
<td>Number of cases &lt; 20</td>
</tr>
</tbody>
</table>

There are 3 categories in the class the number of cases with ranges in each class indicating categories is high (2), medium (1), and low (0).

2) Normalization: Normalization is the process of scaling attribute values in data, with the formula:

\[ v' = \frac{v - \text{min}}{\text{max} - \text{min}} (\text{new}\_\text{max} - \text{new}\_\text{min}) + \text{new}\_\text{min} \]  

C. Classification Process

Classification involves grouping objects based on existing groups [11]. In classification, there are target variable categories [12], for example, the classification of dengue fever spread can be separated into three categories, namely high-level spread, medium-level spread, and low-high spread. Classification has two types of models, namely [13]:

1. Descriptive modeling, namely a classification model that functions as an explanatory tool to distinguish objects from different classes. Examples of descriptive modeling are; organizational structure, plant grouping table.
2. Predictive modeling, which is a classification model used to predict class labels for unknown records.

1) Naïve Bayes: Naïve Bayes Classifier is a classification method based on Bayes theorem. British scientist Thomas Bayes proposed a classification method that uses probability and statistics. Thomas Bayes predicts the probability of the future based on previous experience, which is called Bayes’ theorem [14].

The main feature of this Naïve Bayes classifier is a very strong (naïve) assumption that each condition or event is independent, where it is assumed that each attribute of the sample (sample data) is independent of one another based on class attributes. Naïve Bayes Categorical is Naïve Bayes with statistical data in the form of
categories or definite data so that in the process have obtained definite results. Naive Bayes is a Bayesian method with the basic formula, In the Bayes theorem, if there are two separate events (e.g. A and B), then the Bayes theorem as follows [15]:

\[ P(H|X) = \frac{P(X|H)P(H)}{P(X)} \]  \hspace{1cm} (2)

This equation is the Bayes theorem that will be used to perform classification calculations. In classification with continuous data or numerical data, the Gaussian distribution formula can be used [16].

\[ P(X_i | C = c_i) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left(-\frac{(x_i - \mu_j)^2}{2\sigma^2}\right) \]  \hspace{1cm} (3)

In addition to the relatively easy Naive Bayes modeling without repeated and complicated parameter estimates, Naive classification Bayes is often very successful and widely used because they have better performance [6].

2) **K-Nearest Neighbor (KNN):** K-Nearest Neighbor (KNN) is a classification method for a set of data based on defending data networks. pre-defined (labeled). KNN is included in the supervised learning group, which classifies the results of the new query instance into the KNN according to the closest degree to the existing category. The new class of data will be selected based on the class group that is closest to the vector distance. To calculate the distance value between two points in the training data and the points in the testing data, the Euclidean Distance formula can be used as follows [13].

\[ d(x,y) = \sqrt{\sum_{i=1}^{n}(x_i - y_i)^2} \]  \hspace{1cm} (4)

In the KNN algorithm, a test data is \( z = (x', y') \), where \( x' \) is a vector/attribute test data, while \( y' \) is the test data class label unknown, then calculate the distance (or similarity) of the test data to each training data \( d(x', x) \), then take \( K \) the first nearest neighbor in \( D_z \). After that, the number of data that participated in the existing class from the K neighbor is calculated. The class with the most data following it becomes the winning class which is given as the class label on the test data \( y' \) [17].

In the algorithm above, this KNN classifies the test data using a training set. In classifying the data, the first thing is to calculate the K value which indicates the number of K-Nearest Neighbor. By doing a data test, calculate the distance between all training data, and classify the distance. Then through coordination, the class label is assigned to most of the test data [18].

3) **Artificial Neural Network:** Artificial Neural Network (ANN) is a machine learning algorithm that can be used for estimation/regression and classification. ANN works to imitate the workings of the human brain in terms of (1) Knowledge obtained by the network from the environment, through a learning process; (2) The strength of the connection between units, called synaptic weights, serves to store the knowledge that has been acquired by the network [19].
Figure 2 shows that an ANN network has three components, namely synapse \((w_1, w_2, \ldots, w_n)\), adder, and activation function.

The ANN algorithm aims to create an artificial system capable of complex and complex computations similar to that of the human brain, such as pattern recognition. By using a training set, the network connects the input to output via estimated parameters, making some generalizations outside of the training set. Networks are distinguished by their architecture, level of complexity, number of layers, loops, feedback loops, activation or transfer functions. So, it can be said that the Artificial Neural Network is a connection of simple elementary neuron objects consisting of input, weight, bias, activation, and output functions, where input is the variable used and the output is the result. Weights and bias are randomly assigned and then optimized to minimize errors. The activation function determines the neuron output [8].

4) **Hybrid Classification**: Hybrid is a combination of two or more systems in one function [20]. Hybrid model classification is a method that works by combining more than 1 model in this case using the voting method and combining Naive Bayes, K-Nearest Neighbor and Multi-Layer Perceptron Classifier to make predictions. The voting classifier is a meta-classifier that makes predictions by combing the predictions of several independent classifiers based on a predefined voting strategy [21]. The way this hybrid works is by ensuring that errors are made, by one classifier can be solved by another classifier. Hybrid model trains many models and predicts the outputs based on their highest probability of selecting a class as output [9].

Based on figure 3 of the process architecture of the voting classifier, there are 2 classes (Y and N) in a dataset. In the process, there are several of the n classification to be combined, and from the result combination
the final decision will be made through voting classifier. The final voting decision is the Y class because the number of classifications predicted for each Y class is greater than n class [21].

D. Accuracy

Calculating this accuracy value is the last stage of this process. In calculating the accuracy is done to describe the accuracy of the system in the classification of data correctly or in other words the comparison between the data classified correctly with the entire data. The accuracy value can be obtained by the formula:

$$\frac{TP + TN}{TP + TN + FP + FN} \times 100\%$$

IV. RESULTS AND DISCUSSION

The research was done by 2 datasets, namely training data and testing data. Training data is used to determine the probability of classifying in decision making, while data testing is used for testing in this study in model building. For class data, there are 3 categories based on the range of the number of cases.

A. Dataset Scenario

This research has 3 categories of dataset. These categories aim to represent the class with range of the number of cases. Based on table 1, high class for the number of cases above 55 cases, medium class for the number of cases less than 55 cases, and low class for the number of cases less than 20 cases. The dataset categories are as follows.

<table>
<thead>
<tr>
<th>Class</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td>Medium</td>
<td>1</td>
</tr>
<tr>
<td>Low</td>
<td>0</td>
</tr>
</tbody>
</table>

B. Result of Performance Evaluation

Evaluating the results shows that the performance of the proposed model system has been verified in terms of certain parameters, such as accuracy, precision, recall, and f1-score.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>74%</td>
</tr>
<tr>
<td>KNN</td>
<td>79%</td>
</tr>
<tr>
<td>ANN</td>
<td>86%</td>
</tr>
<tr>
<td>Hybrid</td>
<td>90%</td>
</tr>
</tbody>
</table>
Based on Table 3 and Figure 4, the accuracy of Naïve Bayes, KNN, and ANN classifiers are compared with the hybrid classification. Naïve Bayes, KNN, and ANN classifiers have 74%, 79%, 86% accuracy which is lower performance and the hybrid classifier top- most performance. It is analyzed that when the hybrid classification is used accuracy is increased up to 90%. At this stage, voting method will ensure the error of each algorithm, therefore in this hybrid method, it will correct each other’s error. Previous studies [10], presented classification techniques have been carried out with hybrid decision tree and Naïve Bayes classification for dengue fever using voting method but with a different classification method and only the Decision Tree and Naïve Bayes classifier were used in the hybrid classifier with an accuracy level of 92%.

Based on Figure 5, the error rate in classification results shows that the hybrid classifier is better with an error of 0.1 than with the existing methods. Error Analysis performance describes the error rate value of Naïve Bayes, KNN, and ANN classifier shows that the error rate is higher performance and the hybrid classifier is lower.
performance. Based on hybrid works, that errors made by one classifier can be solved and will ensure the error by another classifier, and train many models and predict output based on the highest probability of selecting a class as output so that it can produce the best accuracy.

### TABLE IV
**Precision-Recall-F1-score Analysis**

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Naïve Bayes</th>
<th>KNN</th>
<th>ANN</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>46%</td>
<td>77%</td>
<td>58%</td>
<td>94%</td>
</tr>
<tr>
<td>Recall</td>
<td>41%</td>
<td>62%</td>
<td>50%</td>
<td>82%</td>
</tr>
<tr>
<td>F1-score</td>
<td>43%</td>
<td>63%</td>
<td>53%</td>
<td>86%</td>
</tr>
</tbody>
</table>

![Precision-Recall-F1-score](image)

Fig. 6. Comparative Analysis of the Hybrid Classifier with The Existing Classifiers

The average of every metrics is taken as the overall system’s performance. Analysis performance describes the precision, recall, and f1-score value of the Naïve Bayes, KNN, and ANN classifier are compared with the hybrid classification. The hybrid has 94% precision, that the value of hybrid classifier with voting method is high as compared to Naïve Bayes, KNN, and ANN classifiers. The precision, recall, and f1-score in the hybrid method has higher results because it combines the three algorithms and uses the voting method. The voting process is used to produce the final prediction result, and the voting process can select the most effective classifier from multiple classifiers and produce the prediction result.

### V. Conclusion

In this study, can be concluded that the classification of dengue based on the range of cases uses the Naïve Bayes, K-Nearest Neighbor, and Artificial Neural Network methods. For classification, the performance shown by the Naïve Bayes, K-Nearest Neighbor, Artificial Neural Network methods has less accuracy in the classification of dengue with an accuracy level of 74%, 78%, 86%, respectively. To increase the accuracy of the classification results of the three methods, hybridization of the three methods is carried out with voting method which renders an excellent performance accuracy of up to 90%. The outcomes confirmed that the proposed hybrid classifier accurately predictions the spread of dengue fever in Bandung regency.
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