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Abstract 

Fire detection is one of the technological efforts to prevent fire incidents, this is very important 

because the damage caused by fires can be minimized by having a fire detector. There are two types 

of fire detection, namely traditional-based and computer vision-based. Traditional-based fire 

detection has many shortcomings, one of which requires a close fire distance for activation. Hence, 

computer vision-based fire detection is made to cover the shortcomings of traditional-based fire 

detection. Therefore, in this research, we propose a video-based fire detection using a Convolutional 

Neural Network (CNN) Deep Learning approach supported by You Only Look Once (YOLO) object 

detection model version four. This research used a dataset of various fire scenarios in the form of 

images and videos. The fire detection built in this research has an accuracy of above 90% with an 

average detection speed of 34.17 Frame Per Second (FPS). 
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Abstrak 

Mendeteksi api merupakan salah satu upaya teknologi untuk mencegah terjadinya kebakaran, hal 

ini sangat penting karena dengan memiliki pendeteksi api kerusakan yang ditimbulkan oleh 

kebakaran dapat diminimalisir. Terdapat terdapat dua jenis pendeteksi api, yaitu berbasis tradisional 

dan berbasis visi komputer. Pendeteksi api berbasis tradisional memiliki banyak kekurangan salah 

satunya membutuhkan jarak api yang dekat untuk aktivasinya sehingga dibuat sebuah pendeteksi 

api berbasis visi komputer untuk menutupi kekurangan yang dimiliki oleh pendeteksi api berbasis 

tradisional. Oleh karena itu, pada penelitian ini membuat pendeteksi api berdasarkan video 

menggunakan pendekatan visi komputer berbasis deep learning Convolutional Neural Network 

(CNN) yang didukung oleh model deteksi objek You Only Look Once (YOLO) versi empat. 

Penelitian ini menggunakan dataset berbagai skenario api dalam bentuk citra dan video. Pendeteksi 

api yang dibangun pada penelitian ini memiliki akurasi di atas 90% dengan kecepatan deteksi rata-

rata 34,17 Frame Per Second (FPS). 

Kata Kunci: CNN, Deep Learning, Deteksi Objek, Mendeteksi Api, YOLO

 

I. INTRODUCTION 

ire can quickly cause significant property damage as well as injuries to living things [1]. Fires can also start 

at variety of place, from forest to warehouses. This has led to the development of fire detection technologies 

for preventing and mitigating the impacts of these fires. Therefore, the purpose of this research is to build fire 

detection as an early warning tool to reduce and prevent the impact of damage caused by fires.  

In general, fire detection can be divided into two categories, namely traditional fire detection and computer 

vision fire detection. Traditional fire detection techniques used smoke or heat sensors and require proximity to 

objects to activate. These sensors also require human intervention to confirm a fire has broken out. Furthermore, 
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the system needs to collect information about fire's size, location, and temperature. To overcome this limitation, 

researchers have investigated computer vision-based methods in combination with various types of additional 

sensors [2-5]. Technologies in this category allow people to see the fire without coming to the scene and provide 

detailed fire information such as location, size, and temperature level, resulting in greater monitoring coverage, 

less human intervention, and more responsiveness. Although using the computer vision method has many 

advantages, some problems still occur with this method. Therefore, the researchers attempted to address the 

problem in terms of computer vision technology [6]. 

The computer vision–based fire detection method starts from the color of the fire using the Hue Saturation 

Intensity (HIS) and Red Green Blue (RGB) color models [7] to extract areas that have the possibility of fire to 

determine the fire area [8]. However, color-based fire detection is vulnerable to environmental factors such as 

lighting and shadows [6]. Exploring the characteristics and dynamics of different types of fire is very difficult 

and requires extensive knowledge of fire. However, this can be substituted by deep learning approaches with 

sufficient data to avoid overfitting. CNN is commonly used in fire detection as a deep learning model. However, 

the lack of dataset causes CNN not to perform well. After introducing the Imagenet dataset and other datasets. 

The CNN model is proven to have very good and accurate performance compared to other computer vision 

models [9]. 

Object detection technology is rapidly developing to get high accuracy and speed. There are several object 

detections commonly used, including You Only Look Once (YOLO), EfficientDet, Single Shot MultiBox 

Detector (SSD), and Faster Region-Based Convolutional Neural Network (Faster-RCNN) [10]. YOLO version 

three was proven to have the highest accuracy and the fastest fire detection process compared to other models 

in the case of fire detection [11]. However, when compared to YOLO version four, the difference in 

performance using YOLO version four has a very significant increase, namely an increase in Average Precision 

(AP) by 10% and Frame Per Second (FPS) by 12% better than using YOLO version three [12]. Therefore, this 

research used a CNN deep learning model supported by YOLO version four to build a fire detection system. 

II. LITERATURE REVIEW 

A. CNN (Convolutional Neural Network) Architecture 

LeCun (1989) explained Convolutional Neural Network (CNN) is a special type of neural network for 

processing data with a grid-like topology. An example of such data is an image. An image can be thought of as 

a two-dimensional grid of pixels. The name “Convolutional neural network” denotes a mathematical operation 

called convolution [12]. This research used the CNN deep learning model because deep learning has better 

performance than the shallow learning model and CNN is the most suitable deep learning method for this 

research since it detects important features automatically without any human involvement [7]. 

Figure 1 shows the CNN architectural design for the fire detection system. 

 

Fig.  1. CNN Architecture 
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The following is an explanation of the CNN architectural design for the fire detection system as shown in 

Figure 1: 

1. Input 

Input of this system is the form of images to train the model, this component used video clips 

to detect fire and measure the performance of the model. 

2. Convolutional Layer + ReLU 

The convolutional layer is the core layer of the CNN with RelU as the function. There are 

several components in this layer, namely input data, filters, and feature maps. One example of 

input is a color image that has three dimensions, namely width, height, and channel. The filter 

moved across the image and perform a "dot" operation between the input and the value of the filter 

to produce an output called a feature map [10]. This process is known as convolution. The final 

result of this convolution process is an output array. 

3. Pooling Layer 

This layer used to extract the dominant features. This layer is also used for reducing dimensions 

and parameters. There are two types of pooling function: maximum pooling and average pooling. 

Maximum pooling returns the maximum value of the image, and average pooling returns the 

average value of the image. 

4. Fully Connected Layer 

The feature map is produced in the form of a multidimensional array from pooling layer, which 

must be transformed into a vector (flatten) in order to be input into a fully connected layer. 

Activation function softmax is used in this layer to perform classification. The final result of 

softmax is a probability value with a scale of zero to one. 

 

B. Object Detection 

Ivan Vasilev (2019) explained that object detection is the process of finding object instances of a particular 

class, such as trees, faces, and cars in videos or images. Different from classification, object detection can detect 

multiple objects and their position in the image. Object detection returned a list of detected objects along with 

object class information, probabilities, and coordinates for each object [13]. it can be interpreted that detection 

is the process of finding one or more objects and the location of the objects that have been found in the image 

or video. The results obtained from object detection are object class information and object locations. 

The object detection has several models that are still frequently used, including You Only Look Once 

(YOLO), EfficientDet, Single Shot Multibox Detector (SSD), and Faster Region-Based Convolutional Neural 

Network (Faster-RCNN). The accuracy produced by the object detection models is varied because it is strongly 

influenced by the type and condition of the data used when modeling. In this research, we used the YOLO 

object detection because YOLO sees the fire is not a small object in the entire image, making YOLO one of the 

best choices for detecting fire [7]. This research used YOLO version four as an object detection model because 

YOLO version four is a state-of-the-art (best) object detection model, so it can produce high accuracy with fast 

performance. YOLO version four is also open-source, making it easier to configure object detection model 

according to research needs, and this object detection model has a very high generalization capability so the 

model does not require a lot of data to produce high accuracy [12].  

C. YOLOv4 Architecture 

You Only Look Once (YOLO) is a method of detecting objects with one stage or which can be interpreted as 

only seeing the image once [10]. As shown in Figure 2, the following are the four components of this one-stage 

process: 
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Fig.  2. Yolo Architecture 

1. Input 

The Input component, the image size is adjusted according to the input resolution layer. Resolution 

can be determined by the rule that it can be divided by 32. In general, the image received by this 

component is a color image. 

2. Backbone 

This component performs feature extraction. Several backbones can be used, namely 

CSPReNEXT50, CSPDarknet53, and Efficient-B3. In this research, we used the CSPDarknet53 

backbone because this model is the most optimal model by separating the most important context 

features and hardly reducing the speed of network operations [12]. 

3. Neck 

This component works to add a layer between the backbone and dense prediction. With this 

component, object detection can be performed on objects of different sizes. 

4. Dense Prediction 

This component determined the bounding box and classify what is contained in the bounding box. 

This is done by dividing the received image into a grid of cells with each cell containing an anchor 

box. After that, predictions are made on each anchor box. 

5. Bag of Freebies 

This component YOLO used to improve model performance. Bag of Freebies (BoF) is a collection 

of methods that aim to improve the accuracy of the detection results without increasing inference 

costs. One of the method used is the method of augmentation and regularization. BoF is used in 

backbone and detector components. 

6. Bag of Specials 

Same as BoF this component YOLO used to improve model performance. Bag of Specials (BoS) 

is a set of methods that aims to significantly increase the accuracy of the detection results by 

increasing the inference cost by a small amount. BoS is also used on the same components as BoF. 

III. RESEARCH METHOD 

The system we built is a video-based fire detection system using the Convolutional Neural Network (CNN) 

deep learning method supported by You Only Look Once (YOLO) version four. Figure 3 shows the architectural 

design for a fire detection system and Figure 7 is an architectural design for a fire detection system deployment. 

A. Fire Detection System Modeling 

The fire detection system modeling in this research was built based on the diagram as shown in Figure 3. All 

processes in the diagram were carried out in stages to avoid errors in building a model of the fire detection 

system. This stage is carried out to train the model in detecting fire using images. 
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Fig.  3. Research Method Design I 

1. Dataset 

In this research, we used image dataset from various fire scenarios that contain fire 1200 images, 

and non-fire 800 images. The datasets are divided into 1200 training set, 200 validation set, and 400 

testing set. 

2. Preprocessing 

The following are some of the image preprocessing method we used in this research: 

a) Histogram equalization 

Image histograms visualize the distribution of intensity in pixels, which reflects the 

quantity distribution in pigments within an image. We used Histogram equalization to 

increase the local contrast without reducing the overall contrast to highlight some details in 

an image [14]. The image that has been preprocessed using histogram equalization is shown 

in Figure 4. 

 

 

                                         Fig.  4. Comparison of Original Image (Left) and After Using Histogram Equalization (Right) 

 

b) Brightness Adjustment 

Enhancing brightness is one of the most effective preprocessing techniques for refining 

images [15]. We used brightness levels between -25% to 25% of the original image 
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brightness to train the model so it can detect fire at different brightness levels. Figure 5 

shows the image that has been preprocessed using brightness image preprocessing. 

 

                                             Fig.  5. Comparison of Original Image Brightness (Middle) and After Brightness Adjustment (Left and Right) 

c) Image Rotation 

Rotating the image allows the model to detect fires from all angles by using image 

preprocessing. in this stage, we used an image rotation of 90° Clockwise and Counter-

Clockwise. The image that has been preprocessed using rotate image preprocessing is 

shown in Figure 6. 

 

 

 

                                     Fig.  6. Example of Fire Image After Using Image Preprocessing Rotate 

3. CNN Model Training 

a. Model Scenario 

In this research we created a model with three different scenarios, model 1 was built 

without implemented the image preprocessing, model 2 was built used image preprocessing 

and model 3 was built without implemented the image preprocessing but with a different 

input layer resolution size from model 1 and model 2. 

b. Hyper-parameters 

To train the model, we propose two different hyper-parameters, model 1 and 2 used 16 

subdivisions with input layer resolution size of 416x416, Model 3 used a subdivision with 

a larger input layer resolution size due to the device's inability to train using the same 

subdivision as model 1, thus model 3 used 24 subdivisions with input layer resolution size 

of 608x608. Table I show All hyper-parameters configurations used in this research. 
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TABLE I                                                                                                                                                                                                                                                            

HYPER-PARAMETERS COMPARISON 

Model 

Model 1 (original) 

and Model 2 (Image 

Preprocessing) 

Model 3 (Layer 

Size 608) 

Batch 64 64 

Subdivision 16 24 

Width 416 608 

Height 416 608 

Momentum 0.9 0.9 

Decay 0.0005 0.0005 

Learning 

rate 
0.001 0.001 

Burn in 1000 1000 

Max 

batches 
6000 6000 

Pretrained 

Weights 
Yolov4.conv.137 Yolov4.conv.137 

 

c. Training and Testing 

Based on the research of N. Tajbakhsh [16] the pre-training model produce a better model 

than using from scratch so in this research all model were trained using the 

Yolov4.conv.137 pre-trained model. All training and testing processes are carried out using 

a Google Colab GPU with specifications describe on Table II. 

TABLE II                                                                                                                                                                                                                                                     

HARDWARE SPECIFICATION 

Model Training Testing 

RAM 16 GB 16 GB 

GPU Tesla T4 Tesla T4 

 

4. Fire Detection Model 

The CNN model produced by training stage were then tested using our testing set. 

5. Evaluating Model 

The confusion matrix is a parameter that measure the performance of the model. As shown in 

Table III the number of correct and incorrect predictions are displayed in the confusion matrix table 

broken down by each class. The confusion matrix provided information not only on the errors made 

by the model but also on the type of errors [17]. 

TABLE III                                                                                                                                                                                                                                                  

CONFUSION MATRIX 

 
Predicted Class 

Positive Negative 

Actual Class 

Positive (Fire) True Positive (TP) False Negative (FN) 

Negative (Non-

Fire) 
False Positive (FP) True Negative (TN) 

 

The following is an explanation from Table III of the confusion matrix: 

• True Positive (TP) 

TP represents the number of samples accurately predicted by the model. In this case, the 

model predicts that there is a fire in the video or image and it is true that there is a fire in 

the video or image. 
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• False Negative (FN) 

FN represents the number of samples that are positive but predicted negative by the 

model. In this case, the model predicts that there is no fire in the video or image but there 

is actually a fire in the video or image. 

• False Positive (FP) 

FP represents the number of samples that are negative but predicted to be positive by the 

model. In this case, the model predicts that there is a fire in the video or image but actually 

there is no fire in the video or image. 

• True Negative (TN) 

TN represents the number of negative samples that the model predicts accurately. In this 

case the model predicts that there is no fire in the video or image and it is true there is no 

fire in the video or image. 

After obtaining the Confusion matrix, the following values can be calculated: 

• Accuracy 

Accuracy measures how accurate the model is in classifying correctly (positive and 

negative). Here is how to calculate accuracy [17]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

 

• Precision 

Precision is the ratio of a truly positive prediction to an overall positive predicted result. 

Here is how to calculate precision [17]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

• Recall 

Recall is the ratio of a truly positive prediction compared to completely positive overall 

data. Here is how to calculate Recall [17]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

• F-Measure 

F-Measure is a comparison of the average precision and recall. Here is how to calculate 

the F-Measure [17]: 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

B. Application of Fire Detection System Modeling 

The deployment modeling of the fire detection system was built following the flow of the diagram 

as shown Figure 7. This stage was carried out to test the fire detection that shown in Figure 3 to be 

applied to video for the fire detection process. 
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Fig.  7. Research Method Design II 

 

1. Data 

The data used in this flowchart is an offline video. 

2. Fire Detection Model 

The fire detection model has been shown in Figure 3. 

3. Prediction Process 

The process of detecting fire on video used the fire detection model that shown in Figure 3 to 

detect the presence of fire on video. 

4. Prediction Result 

The results of the prediction process with the output accuracy and frames/second from the system 

model. 

IV. RESULTS AND DISCUSSION 

The research has been completed by carrying out three different research scenarios to get the best fire 

detection model results. 

A. Result Training Process 

 

Fig.  8. Validation Score From Training Process Model 1 
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Figure 8. Shows the training process for model 1, the original model without using image preprocessing, 

this model produces the highest mean average precision of 59.76%. 

 

Fig.  9. Validation Score From Training Process Model 2 

Figure 9. Shows the training process of model 2, the model that used image preprocessing, this model 

produces the highest mean average precision of 45.1%. 

 

Fig.  10. Validation Score From Training Process Model 3 

Figure 10. Shows the training process of model 3, the model that used an input layer resolution size of 

608x608, this model produces the highest mean average precision of 55.01%. Figure 8 to Figure 10 show 

that the longer the training process is carried out, the smaller the loss generated by the model. 
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B. Mean Average Precision (mAP) 

From the training process that had been carried out, this research produces the best model with a mean 

average precision of 59.76% on the validation set, Figure 11 shows the percentage comparison of mAP 

owned by each model that has been built.  

 

Fig.  11. Model Mean Average Precision Comparison 

As shown in Figure 11, model 1 has the best mean average precision of 59.76% on a validation dataset 

but produces only 52.1% on the testing set, which indicates a mean average precision difference of 7.66%. 

While model 3 has a lower mean average precision than model 1 on a validation set with a 55.01% mean 

average precision, but this model only has a mean average precision difference of 0.03% on the testing set 

with a mean average precision of 54.98%, indicating that model 3 is more stable. 

 

C. Model Comparison 

All comparisons of results between the models we have built is shown in Table IV. The training time 

required for each model depends on its configuration. Model 3 required a longer training time than model 

1 and model 2 because it used an input layer with resolution size of 608x608. 
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TABLE IV                                                                                                                                                                                                                                                  

OVERALL RESULT MODEL COMPARISON 

Model Model 1 (Original) 

Model 2 

(Image 

Processing) 

Model 3 (Layer 

Size 608) 

Training Time 10 Hour 10 Hour 30 Hour 

Best Epoch Training 1370 2901 1649 

Validation Set 

AP(mAP@50) 
59.76 45.10 55.01 

Testing Set AP 

(mAP@50) 
52.1 53.6 54.98 

TP 122 155 150 

FP 72 104 59 

FN 155 122 192 

Precision 0.63 0.6 0.72 

Recall 0.44 0.56 0.44 

F1-Score 0.52 0.58 0.54 

 

D. Video Testing 

All model that have been built are tested on each video with a duration of five seconds to measure the 

performance of each model. 

      
 

Fig.  12. Video Result of Model 1 (Original), Left (Video A), Middle (Video B), Right (Video C) 

As shown in Figure 12, model 1 (original) detected fire well on light and dark backgrounds and it knows that 

there is no fire in video C with a detection accuracy of above 90%. 

     
 

Fig.  13. Video Result of Model 2 (Image Processing) 

in Figure 13, model 2 shows detection accuracy results above 90% as well but this model had an error in 

detecting video C because this model detected a fire that is not exist in video C. 

Farhan et al.
Video Based Fire Detection Method... 76



     

Fig.  14. Video Result of Model 3 (Layer Size 608x608) 

As shown in Figure 14, although model 3 knows in video C there is no fire, the performance of this model 

only has a detection accuracy above 70%. 

Table V is a comparison of the average FPS performance of all videos from each model, model 1 has an 

average detection speed of 34.17 FPS, while model 2 is the model with the highest average FPS with an average 

detection speed of 35.1 FPS, this happened because model 2 is built used image preprocessing while model 1 

is built without implemented the image preprocessing. The model 3 only has an average detection speed of 33.5 

FPS because this model used an input layer with resolution size of 608x608 so it affected performance of the 

model by used more memory usage. Table V shows the models that have been built used different preprocessing 

and hyper-parameters that produce varied results. 

 
TABLE V                                                                                                                                                                                                                                                            

VIDEO RESULT COMPARISON 

Model 
Model 1 

(Original) 

Model 2 (Image 

Processing) 

Model 3 (Layer 

Size 608) 

Average Fps Video A 37.7 FPS 36.2 FPS 34.6 FPS 

Average Fps Video B 33.6 FPS 38.1 FPS 34.3 FPS 

Average Fps Video C 31.2 FPS 31 FPS 31.6 FPS 

Total Average Fps 34.17 FPS 35.1 FPS 33.5 FPS 

 

V. CONCLUSION 

We have conducted three different scenarios to build a fire detection model using CNN and Yolo version 

four with 2000 different images as dataset. As stated from the scenario result, model A gained the highest 

average accuracy above 90% with an average detection speed of 34.17 FPS. Based on our experiments it can 

be concluded in terms of performance and accuracy, fire detection models are not always improved by using 

image preprocessing but adding more dataset and using image augmentation might improve the model. 

Increasing the size of the input resolution in hyper-parameters not only increases the precision of the model but 

also improves the stability of the model when given a new dataset. 
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