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Abstract 
The imbalance between demand and supply is frequently occurred in a market. This is due to the 
availability of goods that cannot match with the demand or the growth rate of customer. This is not 
preferable since the profit is not on the track. In contrast, the goods are probably over supplied so 
that company has to expense additional cost for extra storage. Both situations can be anticipated if 
the demand is precisely estimated. Therefore, in this study we will estimate demand in market 
situation by implementing multivariate Markov chain model. Multivariate Markov chain model is 
popular model for forecasting by observing current state in various applications. This model is 
compatible with 5 data sequences (product types) defined as product A, product B, product C, 
product D and product E, with 6 conditions (no sales volume, very slow-moving, slow-moving, 
standard, fast moving, and very fast moving). As the result, the highest transition probability value 
for the sales demand in a company is found at the transition probability matrix from product C to 
product C, from very fast moving to very fast-moving condition, which had the highest probability 
value 0.625 with the highest frequency 105 times. 
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I. INTRODUCTION 

developed company needs a professional management system, one of which is in the field of production. 
In general, the goal of a company to produce a product is to meet consumer needs and to achieve maximum 

company profits [1]. This really depends on how precisely the consumer's needs are met, or in other words the 
number of goods produced by the company must match the number of goods demanded by consumers. In fact, 
there are often conditions where the number of goods provided by the company does not match the number of 
requests from consumers. As a result, consumers find it difficult to get goods that sell well, and the company 
loses income from the amount of demand that cannot be fulfilled, so that the company does not get maximum 
profit. In addition, there are often conditions of accumulation of goods for unsold goods, so the company must 
provide a place to store these items (which requires a lot of money). If this condition persists at a certain time, 
the company will suffer a loss. Therefore, a method is needed to estimate the amount of goods produced by the 
company to match the demand for goods from consumers. In this study, the author will estimate the transition 
probability matrix which is one of multivariate Markov chain model parameter that can estimate future 
conditions by observing the present state.  
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II. LITERATURE REVIEW 

The Markov chain is a stochastic process that has a state space in the form of a finite set [4]. For example, at 
time n, the process is in kth state, then it can be written 𝑋௡ = 𝑘. What is meant by stochastic processes 
{𝑋௡ , 𝑛 = 0,1, … } is a collection of random variables where n represents the time index. Formally the Markov 
chain can be written as follows:  
for all 0 1 1, , , , ,nk k k k j and all 0n   

 1 0 0 1 1 1 1 1

future events past events current events

, , , , =n n n n n n jkP X j X k X k X k X k P X j X k P   

          
  


  

  (1) 

Based on equation (1), the conditional probability of all future events 𝑋௡ାଵ, given the past events 
𝑋଴,𝑋ଵ, … , 𝑋௡ିଵand the current events 𝑋௡ , are independent past events, and only depends on current events [2]. 
Probability 𝑃௝௞ is the probability of transition to state j given the current events, namely state k. The following 
are properties possessed by 𝑃௝௞ : 

1

1, 0, 1,2,...,
m

jk jk
k

P P j m


               (2) 

 
III. RESEARCH METHOD 

In this multivariate Markov chain model, [3] it is assumed that there are s categories of categorical data 
(product types), each of which has m states (for example: many, few, etc.). 

M= {1, 2..., m} 

Let ( )j
nx  be the state probability vector of the jth sequence (product types) at time n. If at the nth time, the 

jth sequence (product types) is in state l, then it can be written as 


( )

state 

(0,...,0,   1,   ,0,...,0) .j T
n l

l

 x e  

In constructing the multivariate Markov chain model, the following equation is assumed: 

( ) ( ) ( )
1

1

, for 1,2,...,
s

j jk k
n jk n

k

j s


 x P x      (3) 

where 
1

0,  1 ,  ,and 1,  for 1,2,...,
s

jk jk
k

j k s j s 


     . 

Thus, based on equation (3), the distribution of the probability states of the sequence (product type) j at 
time (n +1) depends on the states of the sequence (product type) j and k at time n [1]. Here 𝜆௝௞  is the probability 
weight which includes the effect of the sequence state (product type) k to j. As 𝐏(௝௞) is the probability of the 

sequence state (product type) k to j, and ( )k
nx is the probability of the sequence state (product type) k at time n. 

The following is writing in matrix: 
(1) (11) (12) (1 ) (1)

1 11 12 1
(2) (21) (22) (2 ) (2)

1 21 22 2
1

( ) ( 1) ( 2) ( ) ( )
1 1 2

                                  

s
n s n

s
n s n

n

s s s ss s
n s s ss n

  
  

  








     
     
           
          
     



x P P P x

x P P P x
x

x P P P x





     



                                        nQ x

             (4) 
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In this paper, we estimate the transition probability matrix ( )jkP for each data sequence. The steps for 

finding the estimated transition probability matrix parameters ( )jkP  by the following method [4]. The first, 

calculate the transition frequency ( )

j k

jk
i if from a state both in the same data sequence, or in different data 

sequence, save as the transition frequency matrix. Then, calculate the number per column of the transition 
frequency matrix. After that, divide each element in the same column by the total number in that column. The 
last, save as the transition probability matrix. 

 
IV. RESULTS AND DISCUSSION 

A. The Transition Frequency Matrix 

F is the transition frequency matrix for 5 types of products (s = 5), that is product A (1), product B (2), product 
C (3), product D (4), and product E (5), in six states (m = 6), no sales volume (1st state), very slow-moving (2nd 
state), slow-moving (3rd state), standard (4th state), fast moving (5th state), and very fast moving (6th state), here 
is the matrix:  

(11) (12) (13) (14) (15)

(21) (22) (23) (24) (25)

(31) (32) (33) (34) (35)

(41) (42) (43) (44) (45)

(51) (52) (53) (54) (55)

 
 
 
 
 
 
 
 

F F F F F

F F F F F

F F F F F F

F F F F F

F F F F F

 

( ) ( ) ( ) ( ) ( ) ( )
11 21 31 41 51 61

( ) ( ) ( ) ( ) ( ) ( )
12 22 32 42 52 62

( ) ( ) ( ) ( ) ( ) ( )
( ) 13 23 33 43 53 63

( ) ( ) ( ) ( ) ( ) ( )
14 24 34 44 54 64

( ) ( ) (
15 25 35

where 

jk jk jk jk jk jk

jk jk jk jk jk jk

jk jk jk jk jk jk
jk

jk jk jk jk jk jk

jk jk jk

f f f f f f

f f f f f f

f f f f f f

f f f f f f

f f f

F

) ( ) ( ) ( )
45 55 65

( ) ( ) ( ) ( ) ( ) ( )
16 26 36 46 56 66

jk jk jk

jk jk jk jk jk jk

f f f

f f f f f f

 
 
 
 
 
 
 
  
 

 

for j = 1, 2...6 and k = 1, 2...,6 

The following are the results of calculating the transition frequency using the MATLAB software: 
 

(11 ) (12 ) (15 )

( 21 )

0 5 2 1 0 1 4 6 8 0 0 0 8

7 5 1 3 0 0 4 8 4 4 2 5 4 0 1 3 5

1 6 4 1 0 1 1 7 2 0 0 3
, , ,

0 1 3 4 0 1 1 4 2 0 0 2

0 0 0 1 0 0 1 0 0 0 0 0

1 4 4 6 1 2 1 5 0 4 6 9 1 0 0 5 8

5 4 3 0 2 1 4 7

4 1 9 6 5 0 1 9

0 7 2 0 0 0

0 0 0 0 0 0

0 1 0 0 0 0

1 3 3 9 5 2 0 4 8

   
   
   
   

    
   
   
      
   






 




F F F

F



( 2 2 ) ( 25 )

4 0 1 1 0 0 1 4 6

1 1 2 5 3 0 0 1 4

2 3 3 0 0 1
, ,

0 0 0 0 0 0

0 0 1 0 0 0

4 6 1 4 2 0 0 4 5

  
  
  
  

  
  

   
      

  

F F
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( 3 1) ( 3 2 ) ( 35 )

( 41 )

2 1 3 4 0 0 2 0 1 1 7 0 0 0 2 1

5 2 3 1 4 0 2 2 2 5 1 1 1 0 0 1 8

0 2 0 0 0 3 1 0 1 0 0 3
, ,

0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 1 0 0 0 0 0

1 5 7 0 8 5 1 6 9 6 1 3 5 7 0 1 6 4

0 0 0 0 0 0

7 3 7 9 5 0 3 8

3 1 1 0 1 0 2 1

5 1 9 1 1 1 2 4

2 8 0 0 0 7

5 3 4 3 2 0 2 4

   
   
   
   

    
   
   
      
   








F F F

F



( 4 2 ) ( 45 )

( 5 1) ( 52 )

0 0 0 0 0 0

2 7 2 6 5 0 1 3 7

1 6 2 0 0 0 1 8
, ,

2 1 8 0 0 0 2 2

6 4 0 0 0 7

2 9 1 3 4 0 0 2 2

0 0 0 0 0 0 0 0 0 0 0 0

6 3 4 1 0 6 0 4 0 2 8 2 6 5 0 1 3 6

2 1 2 0 1 0 1 8 1 5 3 0 0 0 1 5
,

7 2 1 1 1 1 3 0 2 3

2 9 0 0 0 3

5 3 3 2 1 0 2 3

  
  

   
   

   
   
   
      

  

 
 
 
 

  
 
 
  
 

F F

F F



( 55 ),
1 0 0 0 0 2 8

6 2 0 0 0 6

2 7 1 2 4 0 0 2 1

 
 
 
 
 
 
 
  
 

F

 

On the transition frequency matrix F, we can see the highest transition frequency value in each transition 
frequency matrix, as follows: 

1) The first row: The first row in matrix F consist of: 𝐅ଵଵ, 𝐅ଵଶ, 𝐅ଵଷ, 𝐅ଵସ, and 𝐅ଵହ, each of which has the 
highest value 𝑓ଶଶ

ଵଵ = 51, 𝑓଺଺
ଵଶ = 58, 𝑓଺଺

ଵଷ = 71, 𝑓ଶଶ
ଵସ = 37, and 𝑓ଶ଺

ଵହ = 37.  

2) Second row: Second row in matrix F consist of: 𝐅ଶଵ, 𝐅ଶଶ, 𝐅ଶଷ, 𝐅ଶସ, and 𝐅ଶହ, each of which has the highest 
value 𝑓଺଺

ଶଵ = 48, 𝑓ଵ଺
ଶଶ = 𝑓଺ଵ

ଶଶ = 46, 𝑓଺଺
ଶଷ = 73, 𝑓ଶ଺

ଶସ = 33, 𝑓ଶ଺
ଶହ = 36. 

3) Third row: Third row in matrix F consist of: 𝐅ଷଵ, 𝐅ଷଶ, 𝐅ଷଷ, 𝐅ଷସ, and 𝐅ଷହ, each of which has the highest 
value 𝑓ଶ଺

ଷଵ = 70, 𝑓଺଺
ଷଶ = 64, 𝑓଺଺

ଷଷ = 105, 𝑓ଶ଺
ଷସ = 60, 𝑓ଶ଺

ଷହ = 63.  

4) Fourth row: Fourth row in matrix F consist of: 𝐅ସଵ, 𝐅ସଶ, 𝐅ସଷ, 𝐅ସସ, and 𝐅ସହ, each of which has the highest 
value 𝑓଺ଶ

ସଵ = 38, 𝑓ଶ଺
ସଶ = 37, 𝑓଺ଶ

ସଷ = 62, 𝑓ଶଶ
ସସ = 47, 𝑓ଶଶ

ସହ = 45.  

5) Fifth row: Fifth row in matrix F consist of: 𝐅ହଵ, 𝐅ହଶ, 𝐅ହଷ, 𝐅ହସ, and 𝐅ହହ, each of which has the highest 
value 𝑓଺ଶ

ହଵ = 40, 𝑓଺ଶ
ହଶ = 36, 𝑓଺ଶ

ହଷ = 63, 𝑓ଶଶ
ହସ = 46, 𝑓ଶଶ

ହହ = 49.  

Therefore, the highest frequency value on matrix F is at 𝐅ଷଷthat is 𝑓଺଺
ଷଷ = 105 , it means the highest value 

is found at the transition frequency matrix from product C to product C, from very fast moving to very fast-
moving condition. This interprets that the amount of consumer demand for product C in the following month is 
still in product C (not moving to another product) and with the same conditions (very fast-moving),   

B. The Transition Probability Matrix 

P is the transition probability matrix for 5 types of products (s = 5), that is product A (1), product B (2), 
product C (3), product D (4), and product E (5), in six states (m = 6), no sales volume (1st state), very slow-
moving (2nd state), slow-moving (3rd state), standard (4th state), fast-moving (5th state), and very fast-moving 
(6th state), here is the matrix: 
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(11) (12) (13) (14) (15)

(21) (22) (23) (24) (25)

(31) (32) (33) (34) (35)

(41) (42) (43) (44) (45)

(51) (52) (53) (54) (55)

 
 
 
 
 
 
 
 

P P P P P

P P P P P

P P P P P P

P P P P P

P P P P P

( ) ( ) ( ) ( ) ( ) ( )
11 21 31 41 51 61

( ) ( ) ( ) ( ) ( ) ( )
12 22 32 42 52 62

( ) ( ) ( ) ( ) ( ) ( )
( ) 13 23 33 43 53 63

( ) ( ) ( ) ( ) ( ) ( )
14 24 34 44 54 64

( ) ( ) (
15 25 35

where 

jk jk jk jk jk jk

jk jk jk jk jk jk

jk jk jk jk jk jk
jk

jk jk jk jk jk jk

jk jk jk

p p p p p p

p p p p p p

p p p p p p

p p p p p p

p p p

P

) ( ) ( ) ( )
45 55 65

( ) ( ) ( ) ( ) ( ) ( )
16 26 36 46 56 66

jk jk jk

jk jk jk jk jk jk

p p p

p p p p p p

 
 
 
 
 
 
 
  
 

 

for j = 1, 2...6 and k = 1, 2...,6 

The following are the results of calculating the transition frequency using the MATLAB software: 

(11) (12)

0 0.0459 0.1538 0.1111 0 0.1228 0.0606 0.1509 0 0 0 0

0.3182 0.4679 0.2308 0 0 0.4211

0.0455 0.0550 0.3077 0.1111 0 0.0088
,

0 0.0092 0.2308 0.4444 0 0.0088

0 0 0 0.1111 0 0

0.6364 0.4220 0.0769 0.2222 1 0.4386

 
 
 
 

  
 
 
  
 

P P (15)

(21)

.0755

0.4444 0.4717 0.4444 0 1 0.3302

0.0101 0.1321 0.2222 0 0 0.0283
, ,

0.0101 0.0755 0.2222 0 0 0.0189

0.0101 0 0 0 0 0

0.4646 0.1698 0.1111 0 0 0.5472

0.2273 0.3945 0 0.2222 1 0.4123

0.1818 0.1743 0.4615 0.

 
 
 
 
 
 
 
  
 



P

P



(22)

0.4040 0.2075 0 0 1 0.4340

5556 0 0.1667 0.1111 0.4717 0.3333 0 0 0.1321

0 0.0642 0.1538 0 0 0 0.0202 0.0566 0.3333 0 0 0.0094
,

0 0 0 0 0 0 0 0 0 0 0 0

0 0.0092 0 0 0 0 0 0 0.1111 0 0 0

0.5909 0.3578 0.3846 0.2222 0 0.4211 0.4646 0.

 
 
 
 

 
 
 
  
 

P (25)

(31) (32)

, ,

2642 0.2222 0 0 0.4245

0.0909 0.1193 0.3077 0 0 0.1754

0.2273 0.2110 0.0769 0.4444 0 0.1930

0 0.0183 0 0 0 0.0263
,

0 0 0 0 0 0

0 0.0092 0 0 0 0

0.6818 0.6422 0.6154 0.5556 1 0.6053

 
 
 
 
 
 
 
  
 

 
 
 
 

  
 
 
  
 

P

P P



(35)

(41)

0.1111 0.1321 0 0 0 0.1981

0.2525 0.2075 0.1111 0 0 0.1698

0.0101 0 0.1111 0 0 0.0283
, ,

0 0 0 0 0 0

0.0101 0 0 0 0 0

0.6162 0.6604 0.7778 0 1 0.6038

0 0 0 0 0 0

0.3182 0.3394 0.6923 0.5556 0 0.3333

0.1364 0.1009 0 0.111

 
 
 
 
 
 
 
  
 



P

P



(42)

0 0 0 0 0 0

0.2727 0.4906 0.5556 0 1 0.3491

1 0 0.1842 0.1612 0.0377 0 0 0 0.1698
,

0.2273 0.1743 0.0769 0.1111 1 0.2105 0.2121 0.1509 0 0 0 0.2075

0.0909 0.0734 0 0 0 0.0614 0.0606 0.

0.2273 0.3119 0.2308 0.2222 0 0.2105

 
 
 
 

 
 
 
  
 

P (45)

(51)

, ,

0755 0 0 0 0.0660

0.2929 0.2453 0.4444 0 0 0.2075

0 0 0 0 0 0

0.2727 0.3119 0.7692 0.6667 0 0.3509

0.0909 0.1101 0 0.1111 0 0.1579

0.3182 0.1927 0.0769 0.1111 1 0.2632

0.0909 0.0826 0 0 0 0.0263

0.2273 0.3028

 
 
 
 
 
 
 
  
 



P

P



(52) (55)

0 0 0 0 0 0

0.2828 0.4906 0.5556 0 1 0.3396

0.1515 0.0566 0 0 0 0.1415
, , ,

0.2323 0.1887 0 0 0 0.2642

0.0606 0.0377 0 0 0 0.0566

0.1538 0.1111 0 0.2018 0.2727 0.2264 0.444 0 0 0.1981

   
   
   
   

   
   
   
      
   

P P

 

 
The number of probability value for each column is 1 in accordance with the nature of the transition 

opportunities described previously in equation (2). 
Based on the value of the P matrix above, we can see the highest probability value with the highest 

probability value is in 𝐏ଷଷthat is 𝑝଺଺
ଷଷ = 0.625 with frequency 105 times, it means the highest value is found at 

the transition probability matrix from product C to product C, from very fast-moving to very fast-moving 
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condition. This interprets that the probability for consumers to buy product C in the next month remains, don't 
move to another product. 

 
V. CONCLUSION 

The transition probability matrix is one of the parameters in the multivariate Markov chain model. The 
transition probability matrix can be calculated by calculating the transition frequency first, then normalizing it 
to the number of columns of each transition frequency matrix. The highest transition probability value for the 
sales demand in a company is found at the transition probability matrix from product C to product C, from very 
fast moving to very fast-moving condition, which had the highest probability value 0.625 with the highest 
frequency 105 times. 
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